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Abstract

We present functions for reducing Mealy machines, initially detailed in our
FORTE’22 article. These functions are now integrated into Spot 2.11.2,
where they are used as part of the ltlsynt tool for reactive synthesis. Of
course, since Spot is a library, these functions can also be used on their own,
and we provide Python bindings for easy experiments. The reproducible
capsule benchmarks these functions on Mealy machines from various sources,
and compare them to the MeMin tool.
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Figure 1: A switching circuit that reads one sig-
nal a, and outputs one signal x. The latch is
initially 0 and delays the signal by one tick.
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Figure 2: A Mealy machine representing
the behavior of the circuit on the left.

1. Motivation and significance

Mealy machines were invented as a model of synchronous reactive circuits,
also known as switching circuits. [1] For instance the simple circuit shown on
Fig. 1 reads a signal a and outputs a signal x such that x is true until a is
false, and x then remains false forever. The behavior of this circuit can be
given by the Mealy machine on Fig. 2: this is a finite automaton where edges
are labeled by input/output pairs, and that is deterministic with respect to
the input. The states of the Mealy machine are used to represent the internal
state of the circuit, i.e., the value of all latches. Of course switching circuits
and Mealy machines can use multiple input signals, multiple output signals,
and multiple latches.

The techniques we discuss here are used to reduce Mealy machines so that
they use fewer states. Using fewer states usually means that the circuit gen-
erated from the Mealy machine will use fewer latches and gates. Minimizing
Mealy machines in presence of don’t care outputs or destinations has been
studied for a long time [2]. The problem is known to be NP-complete [3] and
several approaches have been proposed over the time, including: enumerating
all possible solutions [2], reducing to other covering problems [4, 5], incre-
mentally reducing machines one state at a time [6], incrementally searching
equivalent machines by adding one state at a time and then using counter-
examples to refine the machines [7, 8]. MeMin is a tool implementing the
strategy of trying to build equivalent machines of increasing size, but using
a SAT solver to check their feasibility; it was shown to outperform other
approaches [9].

Our original motivation comes from the problem of reactive LTL synthe-
sis [10, 11]: build a reactive circuit whose input and output signals are tied
by a specification provided as an LTL formula. For instance the circuit of
Figure 1 is a possible solution to the specification a ↔ Fx which indicates
that x should eventually be true if and only if a was true initially.

Because LTL specifications can be relatively lax, it is possible that for
some given input signals and state of the circuit, multiple possible outputs
are compatible with the LTL formula. For this reason, our synthesis pipeline

2



produces a version of Mealy machines called “Incompletely-specified Gener-
alized Mealy Machines” (IGMMs [12]). The generalization is that the output
part of an edge can be any arbitrary Boolean function to indicate that the
machine is free to output any set of signals that satisfies this function (this
is finer than traditional models using don’t care outputs as it can express
some constraints). Reducing such IGMMs can then take advantage of the
fact that ultimately, the circuit needs only to settle on a specialized version
of the machine with a unique set of output signals for each pair of state and
input signals.

We have implemented two different reductions procedures. The first one
is a heuristic that finds sets of states of the Mealy machine that could be
merged if their output would be reduced to a compatible subset. This search
is achieved by computing and comparing signatures for each state, in a way
inspired by how Babiak et al. [13] check for trace inclusion; the reduction is
then performed by building a specialization graph that will help select one
representative for each state.

The second one is a SAT-based minimization procedure that solves the
NP-hard problem of finding the minimal Mealy machine that specializes the
original one. [12] This second procedure is inspired by an existing tool called
MeMin [9]; but MeMin’s model of generalized Mealy machines only sup-
ports output functions that are cubes (i.e., conjunction of literals), not arbi-
trary functions. While there are cases in the synthesis competitions where
we can really benefit from not being restricted to cubes, the benchmarks we
have performed are restricted to cubic outputs, for fairness with MeMin.

2. Software description

Our reduction functions are implemented in Spot [14], a C++ library for
LTL formula and ω-automata manipulation. It additionally comes with a set
of command-line tools (such as the LTL synthesis tool ltlsynt), as well as
Python bindings for interactive use, prototyping, and testing.

2.1. Software functionalities

The functions implementing the reductions discussed in our FORTE’22 [12]
paper and in greater details in F. Renkin’s Ph.D thesis [15]. They are called
reduce mealy(aut,oa) and minimize mealy(aut). The former implements
the heuristic-based reduction, while the latter performs SAT-based mini-
mization. When oa is false, the reduce mealy simply merges states that
are bisimilar (i.e., states that behave identically). When oa (output assign-
ment) is true, it merges states that can become bisimilar once restricted to
a common set of output signals.
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They can both be used as part of our pipeline for LTL synthesis (for
instance when running the tool ltlsynt, passing option --simplify=bisim,
--simplify=bwoa will cause reduce mealy to be used with oa to set to false
or true, passing option --simplify=sat will cause minimize mealy to be
used, and passing option --simplify=bwoa-sat will first reduce the Mealy
machine before minimizing it).

Additionally, these two functions can be called directly and interactively
using the Python bindings. We demonstrate this in the artifact.

2.2. Software architecture

Spot uses a class called twa graph to store an ω-automaton whose struc-
ture is stored as a graph. These ω-automata allow the representation of
set of infinite words labeled by valuations of Boolean propositions. Because
one often want to restrict the sets of infinite runs that are accepted, these
automata are equipped with an acceptance condition which are Boolean for-
mulas telling which transitions of the automaton may be visited infinitely
often or finitely often.

The ω-automaton class in Spot is very flexible and can be extended by
attaching named properties to it (this is similar to the attribute system of
the R programming language). For instance any automaton that declares
the synthesis-output property (a list of propositions that represent output
signals) and whose acceptance condition is true (all infinite runs are accepted)
can be handled like a Mealy machine. This in turn allows the code for
displaying automata to be specialized for this case and separate input and
output signals for display.

The two functions reduce mealy and minimize mealy take a twa graph

as argument, and then check that this automaton actually represents a Mealy
machine before attempting to reduce it.

To find compatible states that can be fused together, the reduce mealy

function uses Binary Decision Diagrams (BDDs) to encode a signature for
each state. The BDD library used by Spot is BuDDy [16].

On the other hand the minimize mealy functions encodes the minimiza-
tion as a SAT problem, and solves this problem with PicoSAT [17], a SAT-
solver chosen for its ease of distribution.

3. Illustrative examples

Our artifact contains a Python notebook demonstrating how to use the
above two functions on Mealy machines from our benchmark. Additionally,
the notebook shows how to call MeMin on similar machines for comparison.
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Figure 3: Sizes of the different simulation-
based methods, compared to the SAT-based
output.
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Figure 4: Comparison of the number of vari-
ables and clauses in our encoding and in
MeMin’s

4. Impact

As mentioned earlier, we use these functions in our ltlsynt tool for LTL
synthesis. Our FORTE’22 paper [12] has shown:

• That our SAT-based encoding generally uses fewer clauses and variables
compared to MeMin (Fig. 4).

• That our BDD-based reductions (reduce mealy) are generally much
faster than our SAT-based minimization (minimize mealy) (Fig. 5–6).

• That our BDD-based reduction (reduce mealy) with output assign-
ment (bwoa) often produce results that are close to optimal (Fig. 3),
and is therefore a good compromise between speed and quality.

Note that Figure 5 differs from its counterpart in our FORTE’22 pa-
per [12] because the latter is based on a development branch of Spot that
uses a memory representation of Mealy labels that differs significantly from
existing releases, and that has not been merged yet. We have decided to
stick to a public release for this original software publication.

5. Future Work

We are currently investigating methods to further reduce the number of
variables and clauses in the SAT-based minimization as well as speeding up
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Figure 5: Runtime of our methods compared
to the runtime of MeMin.
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Figure 6: Cactus-plot of the number of cases
solved by each methods, with cases sorted
for each method by increasing runtime.

the computation by introducing new variables, a technique applicable to both
approaches.
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