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Introduction

LLM
A large language model (LLM) is a type of artificial intelligence algorithm
that uses deep learning techniques and massively large data sets to
understand, summarize, generate and predict textual content.
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ChatGPT

November 2022: GPT 3.5
March 2023: GPT 4
May 2024: GPT 4o

Figure: ChatGPT Users Growth (From
Release to May 2024 Data)

Figure: ChatGPT d’OpenAI
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Other models

Mistral, Mixtral, Codestral (MistralAI)
Llama2, CodeLlama, Llama3 (Meta)
Phi1.5, Phi2, Phi3 (Microsoft)
LaMDA, PaLM, Gemini (Google)
Command-r, Command-r-plus (Cohere)
StarCoder (HuggingFace)
...
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Introduction

Formal verification
Formal verification is the act of proving or disproving the correctness of a
system with respect to a certain formal specification or property, using
formal mathematical methods.

Andy SHAN EPITA July 2, 2024 5 / 18



pass@1 vs pass@100

Figure: A Survey of Large Language Models for Code: Evolution, Benchmarking,
and Future Trends, Table 4, 2023
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Methods

Verify the code generated by the model
Identify the right code in pass@k knowing pass@n with n>k (rerank)
Train a model
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Getting started with LLMs

Phi 1.5

Generating code on datasets
(HumanEval, MBPP) using
HuggingFace and Ollama
Run the generated code
Error analysis

Figure: Example of generated code
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Phi1.5 on Human Eval (pass@1)

34% of success rate (41.4% indicated in the paper)

125 errors (of which 90 AssertionErrors)
Other errors:

Import
Definition
Type
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Phi1.5 on MBPP (pass@1)

35% of success rate (43.5% indicated in the paper)
327 errors (including 201 AssertionError)
Ambiguous prompt

Figure: prompt from MBPP (task_id = 601)
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Solution to disambiguate

Figure: Prompt format given on MBPP’s GitHub
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Hardcode

Figure: hardcode of MBPP’s 9th exercise by Phi1.5
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Verification

TLA+ (Temporal Logic of Actions)
PlusCal

2 approaches :
first :

Generate the code in the target language (e.g. Python)
Translate it in PlusCal by using a LLM
Generate a specification in TLA+ using a LLM
Test

second:
Generate the code in PlusCal
Generate a specification in TLA+ using a LLM
Test
Translate it in the target language by using a LLM
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Problems

Not the right syntax
The used models are not trained on PlusCal
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Red Herring

Solution 1:
Ask a LLM to do a description of how PlusCal works and its syntax
Give it to the LLM which will generate the PlusCal code

Solution 2:
Pattern reflexion
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Red Herring

Solution 1:
Ask a LLM to do a description of how PlusCal works and its syntax
Give it to the LLM which will generate the PlusCal code

Solution 2:
Pattern reflection

Figure: Reflection

Figure: Attempt to use Reflection
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Rerank

pass@50 OctoCoder on HumanEval (Loubna Ben Allal, HuggingFace)

Identify which codes pass the asserts
If there are at least 4 false and 1 right, ask for their descriptions, else
ignore
Rerank
Use the NGCD (Normalized Discounted Cumulative Gain) metric
result:
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Rerank

pass@50 OctoCoder on HumanEval (Loubna Ben Allal, HuggingFace)
Identify which codes pass the asserts
If there are at least 4 false and 1 right, ask for their descriptions, else
ignore
Ask a LLM to rerank according to their descriptions
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Conclusion

LLM:
Use more LLMs to generate code
Language other than python
Train a model

Verification:
Coq
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Questions?
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