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Introduction

Let assume the sequence of morphological operators (φi)i∈[1,n], like erosions or
dilations, each one associated to a structuring element ρi .

We want this sequence to be able to go from an image I and to result in the image J by
the following operation:

J = φ1(. . . (φn(I)))

Finding the good operators (Φi)i and their associated SE’s can be cumbersome and
time-consuming task.

Yucong Shen, Xin Zhong, and Frank Y. Shih,presented by Nicolas Boutry and Guillaume Tochon (EPITA)Deep Morphological Neural Networks 30th September 2019 4



Introduction

The authors propose then to make an adaptation of a CNN called Morphological
Neural Networks (MNN’s):

One (morphological) layer = one morphological operator.

However, usual morphological operators are non-differentiable

⇒ no gradient descent method is possible

⇒ some adaptation is needed.

⇒ we will present this adaption and its benefits.

Yucong Shen, Xin Zhong, and Frank Y. Shih,presented by Nicolas Boutry and Guillaume Tochon (EPITA)Deep Morphological Neural Networks 30th September 2019 5



Introduction

Weaknesses of preceding architectures:

they can learn only flat structuring elements (SE),

they cannot learn the morphological operations (φi)i .
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The proposed morphological layer

Masci et al. proposed this approximation of erosions and dilations:

(f ∗P ω)(x) :=
(fP+1

∗ ω)(x)

(fP ∗ ω)(x)
,

where f is the grayscale image, x the position, ω the kernel, and P the power s.t.:

P →∞ leads to the dilation,

P → −∞ leads to the erosion,

P > 0 leads to a pseudo-dilation,

P < 0 leads to a pseudo-erosion,

P = 0 leads to the usual convolution.

However, this approximations are often very inaccurate. Then, Shih et al. proposed to
use the softmin/softmax functions instead:

− ln

 n∑
i=1

e−ωi xi

 , and ln

 n∑
i=1

eωi xi

 ,
where i corresponds to the number of the pixel and n the number of weights of the SE
ω.
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The proposed morphological layer
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The proposed morphological layer

Problem: failure of the estimation of the needed SE’s due to rounding errors.

Shen et al. propose then the following definition:

Definition (Differentiable binary dilation)

Yj = ln

 n∑
i=1

eWi Xi

 + b

Definition (Differentiable binary erosion)

Yj = − ln

 n∑
i=1

e−Wi Xi

 + b
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The proposed morphological layer

Definition (Differentiable grayscale dilation)

Yj = ln

 n∑
i=1

eWi+Xi

 + b

Definition (Differentiable grayscale erosion)

Yj = − ln

 n∑
i=1

e−Wi−Xi

 + b

Learning procedure: we can compute the gradient for the proposed layer like usual:

gω :=
∂J
∂ω

gb :=
∂J
∂b

where J is the (objective) function to minimize. Assuming that the learning rate is η, we
obtain then:

ωi+1 := ωi − η gωt , and bi+1 := bi − η gb
t .
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Stacked Morphological Layers (Deep MNN’s)

Goal: how we learn the SE’s of a stack of morphological layers where operations are
already defined.

Concerning the computed feature maps, we have either a dilation:

Z (l) = ωl
⊕

z(l−1) + b l ,

or an erosion:

Z (l) = ωl
á

z(l−1) + b l .
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Stacked Morphological Layers (Deep MNN’s)

Assuming we use some activation function σ, we obtain the new formula :

Z (l) = σ
(
ωl

⊕
z(l−1) + b l

)
,

then:

g(l) =
∂J
∂ω

=
∂J
∂z(l)

∂z(l)

∂ω
,

from which we will deduce:

ω(l)
i+1 := ω(l)

i − η g(l)
t ,
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Residual MNN’s

Application: detect the corners as residuals of some MM-based procedure (for feature
extraction or shape classification).
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Adaptive Morphological Layers

Goal: Learn the transformations (erosion vs. dilation)

Proposed model:

zj = sign(a) ln

 N∑
i=1

expsign(a)ωi xi

 ,
where j is the number of the N studied pixel in the feature map.

Idea: the trainable value a ∈ R induces the sign used in the expression.

Problem: we need an smooth sign function!

Propositions of Shen et al.:

f(x) =
x

1 + |x |
(soft sign function),

or:

g(x) =
expx

− exp−x

expx + exp−x (hyperbolic tangent function).
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Adaptive Morphological Layers
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Adaptive Morphological Layers

Then a is learnable and we obtain:

zj = f(a) ln

 N∑
i=1

expf(a)ωi xi

 ,
and

zj = g(a) ln

 N∑
i=1

expg(a)ωi xi

 ,
Now, there is the model to learn an adaptive morphological layer:
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Adaptive Morphological Layers

In brief, a set of input images with their eroded outputs will lead to a sign to −1 and a
set of input images with their dilated outputs will lead to a sign to +1.

This is due to the learning procedure using the following chain rule:

g(l)
a =

∂J
∂a(l)

=
∂J
∂z
∂z
∂a

=
∂J
∂z
ϕ′(a)

where ϕ is in {f ,g}, and then we have the usual formula:

a(l)
t+1 = a(l)

t − η g(l)
a .
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Experimental results

Shen et al. propose to proceed to shape features recognition with MNN’s on these 4
families of images:
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Experimental results

Learning the SE’s I

After 20 epochs: accuracy of 91%, and after 100 epochs, accuracy of 97%.
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Experimental results

Learning the SE’s II

With non-flat SE’s, after 20 epochs, original and learned SE are very close:
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Experimental results

Learning the SE’s III

Learned erosions and dilations:

Yucong Shen, Xin Zhong, and Frank Y. Shih,presented by Nicolas Boutry and Guillaume Tochon (EPITA)Deep Morphological Neural Networks 30th September 2019 26



Experimental results

Learning the SE’s IV

Learned openings and closings:
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Experimental results

Learning the morphological operators I

Estimation of the accuracy of the sign estimation:
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Experimental results

Classification I

MNN’s are very competitive:
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Experimental results

Classification II
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Conclusion

Shen and his coworkers succeeded in:

making differentiable their morphological feature extractors,

obtaining adaptive morphological layer,

developing new MNN’s based on non-flat SE’s,

making MNN’s almost as efficient as state-of-the-art CNN’s but with much less
weights,

and then in making faster competitive NN’s for geometrical/topological feature
extraction, classification, etc.
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Conclusion

Questions? :D
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