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Fig. 1. Main steps of the document detection method.

ABSTRACT presence of a document in the camera video stream, in real time.
It can easily be tricky due to lack of light, presence of noise or
Smartphones are more and more used to capture photos ¢iects, are and shadows etc. Some attempts already exist for
any kind of important documents in many different situationsye| time document detection on mobile devicgs$] but suffer
yielding to new image processing needs. One of these is thgym limitations due to hard constraints, or are not adapted to
ability of detecting documents in real time on smartphonesevery kind of documents.
video stream while being robust to classical defects such as |, the eld of document image processing and analysis,

low contrast, fuzzy images, ares, shadows, etc. This featurg,athematical morphologys[ 7, 8] is useful and can give ef-
is interesting to help the user to capture his document in thctive results. This is the case for Itering with connected
best conditions and to guide this capture (evaluating appreperators] or for document detection with a tree-based repre-
priate distance, centering and tilt). In this paper we proposgentation 0] (in the context of the “SmartDoc” competition at
a solution to detect in real time documents taking very feWCDAR 2015 [11] where this method reaches 1st place). We
assumptions concerning their contents and background. Thigwe chosen an approach based on mathematical morphology
method is based on morphological operators which contrastgols for several reasons. First, we want to be robust to the
with classical line detectors or gradient based thresholds. Theresence of noise, that is prominent in the context of videos
use of such invariant operators makes our method robust to tHeom mobile device. Second, we want to be rather insensitive
defects encountered in video stream and suitable for real timeith respect to the image contrast (the dynamics of colors in
document detection on smartphones. some videos can be very low when the videos acquired in a
low-light environment, or when the shadow of the user is cast
'on the document). Third, we want a “generic” method, since
we have no information about the document contents and about
the background. Mathematical morphology tools help classi-
1. INTRODUCTION cal line detectors to recover lines and so document boundaries
. . N . andidates. A decision has then to be taken to identify the real
The increasing use of dematerializing process raises new prols, \ngaries. The method described in this document aims at
lematic for image processing tools. Especially, the ability Ofdetecting the boundaries of a document in every frame of a

taking a picture with a phone of an important document and URzqeq acquired by a smartphone or a tablet in real time. The key
loading it or store it is now unavoidable. Studies addresses the

issue of mobile-captured documents 2] and challenges such
; « » e : : Y This work has been conducted in the context ofMwBIDEM project,
as in the annual “SmartDoc” competition at ICDAR aim at IM-art of the “Systematic Paris-Region” and “Images & Network” Clusters

proving this f?ature _anq da_tabases are easily avail@8pledfe  (France). This project is partially funded by the French Government and its
rst step of this application is the ability of correctly detect the economic development agencies.

Index Terms— Image processing, Document detection
Mathematical morphology, Real-time video processing.




features of this method are that we rely on information gatheredet a deeper insight about this transform). The resulting water-
from both regions and contours; we take very few assumptionshed image is a label image, meaning that a pixel value is an
about the document; we are robust to major defects such asteger representing a region; pixels of the watershed line (con-
noise, low-light, shadows, specular blooms ( ares), defocustours of regions) have one particular label, and every region has
and motion blur and we detect documents in real-time. a different label.

2. METHOD DESCRIPTION 2.3. Set of Segments Extraction

The result of the watershed transform is a mere image, meaning
that the contours are not primitives (such as mathematical seg-
— reduce size and change of color space (HigSec.2.1); ments). From the contours in the watershed image, we want
— segment the image into regions (Flgl, Sec.2.2); to obtain two sets of segments, i.e., line chunks: one set of
— extract line chunks from region contours (Flg, Sec.2.3); rather horlzontal_segments, and one set of rath(_ar vertical ones.
— nd the document boundaries (Figf, Sec.2.4). If the _document is not so_clo_se to the camera, it appears very
small in the image, so nding its boundaries requires to choose
In the following, a square-shaped structuring element of sizg rather permissive segment detector and consider all segments,
s sis denoted byB 5. We developped out method using even small ones. In addition, if we want to detect documents

The four main steps of the method are the following:

home-made tools and OpenCV 3. that does not appear about aligned with the image borders, we
cannot discard diagonal segments. Eventually, we rely on the
2.1. Pre-Processing classical Hough transfornif] (replacable by its probabilistic

version fL7] or by the line segment detectdrd]), which is illus-

The rst step is rather trivial. For a detection method to runy .o+ 'in Fig.Le To obtain a set of segments, we have several
in real-time on a smartphone, we need to reduce the amount g eps described hereafter. '

data to process. From a classical smartphone video input such . .
asin Figla(with 1280 720 frames), we reduce each frame to,_Hough transform and chunk®n the binary watershed line
an image of about 180 100 pixels (with a linear interpolation). IMage (contours are white on a black background), we run the

We then convert this image ta b space, which is known to classical Hough transform. The output of this transform is a set

better map the human psychovisual distances between colofd.in€s, traversing the image, so they do not have endpoints.
In addition, the components in this space are very convenientough lines are cutinto chunks, keeping only the closest pixels
to process, since it separates the luminance from chrominan& the watershed line. During this step, we also compute and
information. We then process the b image: a morpholog- store for every chunk its lengthits mean distancd to the wa-

ical closing withB - is applied on the luminance (L compo- tershed line (average distance of all its pixels), its orientation:
nent), and a morphological erosion wih s is applied on the horizontal (actually “rather horizontal”, that is, with a slope be-
'a' component. These two operators regularize the image, anfj/8en 45 and4s ) or vertical (otherwise); the orientation is
partly remove the text contained in the document, as it can bg!SPlayed respectively in green and red in Flig. the list of re-
seen in Figlb. Remark that the text looks actually like a texture 910NS (watershed basins) present in both sides of the chunk and

since the size of the input image has been drastically reducedtn€ variation of saturation s from one side of the chunk to the
other side. To compute the two last items, a distinction is made

o i between horizontal and vertical chunks. The labels of the re-

2.2. Segmentation into Regions gions separated by the watershed line are read in the watershed
The aim of this step is to obtain a segmentation of the imagénages at row (resp. column)2 for horizontal (resp. vertical)
into regions, i.e., an image of labels with one distinct label pe€ase.
region. The separation of regions is materialized by a set of Chunk selection. Since the Hough transform can produce
pixels, which corresponds to all region contours. several lines to represent the same aligned part of the watershed

Gradient. On each component dfa b , we compute the line, we often end up with several chunks at the same place.
morphological thick gradient, difference between a dilation andrhe aim of this nal step is to remove redundant chunks, while
an erosionr = " with B 3, which actually is a “mag- retaining the “best” one. For that, we rst sort the chunks with
nitude” of gradient so a scalar image. The three gradients arn increasing energy de ned as:
then summed up together: = r (L)+r (a)+r (b). It P
is depicted in Figlc. Last, we apply a morphological closing, U=d= I+1; 1
alsowithB 3, so that very small minima are removed. We thus ]
lter out spurious regional minima whose shape is included in A low value of U means that a chunk is both long and close to
a3 3square, and those whose dynamitd fis lower than 3. the watershed line. Then, for each chunk, if there is no ;lrr_ula_r
This operation is important to reduce the number of basins (r&-h.unl.( already selected', select the current chlunk. The S|m|Iar|fty
gions) obtained by the watershed algorithm. Visually, there igriterion of two chupks |s.baseq on the inclusion degree of their
no noticeable difference in the gradient image before and aftéjr'lated' The resultis depicted in Fige
applying the closing operator. L )

Watershed. A watershed transform is applied on the |- 2-4- ldenti cation of Document Boundaries
tered gradient. We have chosen to obtain a “thick” watershedin Fig. 2, we can see that a document can be over-segmented
that is, a watershed line de ned as a set of pixels. We run that the end of the previous step; it is then composed of several
Meyer's algorithm based on a priority queulq] (see fL5] to  basins / regions. We thus cannot just select as the document the



(a) Low-light environment + noise.

(b) High-light environment + noise.

Fig. 22 Some results (the middle column depicts the average
saturation of the basins).

(c) Defocus + are.
best” region; we need a decision process to recognize the ap;, o £y amples of the robustness of our method. From left
propriate segments that form the document boundary. From tkga ‘aht: detail of the inout i hunk | decisi
previous step, we have selected a set of horizontal and vertic i nght: detail ot the input Image, chunks, nai decision.
chunks that can be good candidates to boundaries. The idea we
propose is to nd the most “relevant” consistent path, made ofetain the sequence having the lowest energy. The decision on
segments. the running example is given in Fidf.

Four categories of segmentsFirst we split the two cate-
gories of segments into four categories: top, bottom, left and 3. RESULTS
right. Assuming that the document color is less saturated thag 1. Qualitative results
the background, and using the variation of saturatiafrom o
one side of the segment to the other one (computed during th¥e have proposed a method to detect documents in video
segments extraction step, see SecBid@), we can decide thatan rames. This method has two major advantages: we gather
horizontal (resp. vertical) segment is a top segmentsf< 0 Mmany information from regions and contours, ar_1d we are robust
(resp.left) or bottom segment ifs > 0 (resp. right). For in- to many defects such as noise or contrast variations thanks to the
stance, in the case of the middle row in Fiythere are three invariants of our mathematical morphology framewdt®,[20].
long vertical segments (in red). s < 0 for the two left ones In Fig. 3, blurred, noisy and illumination variation cases are

(higher on left then on the right) ands > O for the right one ~ correctly handled. Other qualitative results are given in Eig.
(lower on left than on the right). and show that even in tedious cases we can detect document.

] ) . In Fig. 4, some failure cases are depicted. These failure cases

Getting pairs and sequences-rom these four categories, gre due to the superposition of documents, making decision
we extract lists of potential pairs of segments: left-top, top-righthazardous and distorted (with non-straight boundaries) docu-
right-bottom, and bottom-left. We try all combinations underment, We acquired pictures of documents of different types

two restrictions:1. a very simple geometric constraint: in the (magazines, bills, train ticket, etc.) using an iPhone 4.
left-top case for instance, we only retain the pair if the center

of the left segment is on the left and below the center of th
top segment (an equivalent simple rule applies for each of th
three other cases®. and a regional coherency constraint: in We rely on the evaluation of the ICDAR2015 SmartDoc Com-
the left-top case, we have to nd the same region on the right opetition [11], with databases and associated groundtru2h] [

the left-segment and below the top-segment. We then grougnd compared ourselves with some methods using this dataset
pairs of segments into sequences of segments, starting frotm obtain a reproducible gquantitative evaluation. We applied
each possible side (left, top, right, and bottom) and discardingur method on 4 datasets provided by the competition and com-
sub-sequences. Setting that the endigy, of a sequence is the pared the results with the top method of the challendrOE),

sum of the energy of its segments (Eqlj in Section2.3), we  the methods of Leadt al.[22] and the method of Xet al.[23].

.2. Quantitative results



border of the document it the document is too small, or a border
is missing. While we are in this case, our method cannot give
4 points as asked by the evaluation protocol, so we rejected the
result yielding a higher penalty considering 0 points found. Our
methods is the fastest as it was designed to process sequences
in real-time. As shown by Leadt al. [22] and Thl. 1, an im-
portant simpli cation of the image leading to a shorter runtime
yields not quite as good results. Moreover, our application case
is not the SmartDoc dataset, but it was the opportunity to have
a quantitative estimation of our performances. Our method has
not been optimized on this dataset unlike the other methods, and
Fig. 4: Some cases of failure. has few hypothesis: documents are centered, take most of the
part of the frames, without big rotations and with legible text.

(a) Two documents: we do notb) Bended document: the top
use in the nal decision pro-boundary line is not well ad-

cess the fact that two opposit@isted to the document bound-
boundaries shall be parallel. ary curve.

Method ‘ setOl set02 set03 set q)éruntime ‘ We did not expect our meth_od to bg as ef cient as our previous
one [L1], but still works well in practical cases.

Xu et al.[23] 0.997 0.987 0.999 0.994>1min

LRDE [1]] 0.987 0.977 0.989 0.984>1min 4. DISCUSSION AND CONCLUSION
Lealetal.[22) best | 0.961 0.944 0.965 0.930 0.43s Our method gives rather good results for real-time document de-
SmartDoc avgf1l] | 0.946 0.903 0.938 0.812 7 tection but suffers from limitations due to the objective of our
Lealet al.[22] fastest 0.921 0.849 0.909 0.840 0.10s development: our method was designed to detect documents

Our 0.905 0.936 0.859 0.903 0.04s (no speci ed types) in mobile device video ow just before

photo capture. Unfortunately, we cannot rely on some (very
Table 1. Quantitative results (Jaccard coef cient) of automatiCeasy-to-use and would-be-powerful) information, because they
document detection methods applyied on 4 datasets. “Smagie not reliable to universally detect documents. Indeed, we
Doc avg.” corresponds to the average of the methods of theannot assume that: the document does not touch the border of
challenge. the image (see the top row in Fig); it is centered; his surface
takes the major part of the image; his contents is homogeneous

LRDE's relies on two Tree of Shape&4] computed on the " color (see the bottqm row in Flg;)_; the .background, outer

La b components of each frame. Each node has an ener{gﬂf“tpf the document in th_e image, is uniform (see the mlddlle
based on its quadrilateral tting and the inclusion of lines or/oW in Fig.2); two successive boundary segments are close (in
images. Candidates objects are supposed to have the highl¥ middle row in Fig2, the selected left boundary, the one on
energies in the two trees, and nal selection is performed usin%1e top, is far from the bottom one, due to the presence of a
the location of the selection in the previous frae.etal'sis ~ 'and); the document is the most textured part of the image; the
an improvement oERDE A post-processing is applied for the most salient contours are given by the document boundary (it is
videos suffering from partial occlusions or superposition of doclOt the case for the gradient image in Fig).

uments. The four corners are re-estimated to make the quadri- We have tried to take some bene ts from other information:
lateral tthe bestthe contents inside the detected shapieedh  the document is less saturated than the background, and it is
et al's, input images are down-sampled and a Geodesic Objeépatially coherent. Yet we believe that the three following con-
Proposal is applied using six seeds and signed geodesic distar&&aining objectives shall be removed: detect small documents
transform on each foreground/background seed result. Cand#actually documents looking small in the image, for instance be-
dates are post-processed using erosion, dilation and polygorgause they are far from the camera, could be wrongly detected
simpli cation algorithm R5]. The best candidate is chosen ac-if there is a border of table); detect documents having an orien-
cording to its size and shape. The authors made experimerigtion around 45 ; detect documents that are not centered in
with different downsampling, in uencing runtime and quality the image. Indeed, we observed that, without these constraints,
of results. We show the result of their best performance in quathe method we propose can be more robust. First, a better line
ity (Leal et al's best, downscaled for 1/4) and in runtime (Leal detector (step of extraction of a set of lines from the watershed
et als fastest, downscaled at 1/8). line) can be set up. We can Iter the watershed line image to
Quantitative results on SmartDoc database (seel¥shows g€t two new images: one with horizontal parts only, and one
that even if the Jaccard index (not the most appropriate but th&ith vertical parts only. A probabilistic Hough transform ap-
reference of the challenge) of our method is lower than the onglied on both images works very well, thanks to the facts that
of the other methods, it remains globally better than the averagée document boundaries are not small (the document shall not
of the SmartDoc challenge and than the fastest method of Le&€ small), and that the boundary orientations are in the range
etal, with an overall average of 0.901 against 0.899 and 0.880.20 around0 and90 (the document is rather aligned with
We can observe that our method has better results than Smdhe image). Second, considering that the document is present in
Doc's average on the set 04 and 02. These sets have a ligh$igni cant part of the middle of the image helps a lot the nal
background, with low contrast especially for 04. Our methodstep of boundaries identi cation. Last, another interesting idea
can handle these cases while the others need enough contrigsto rely on salient linesg] or on saliency map2[7].

Moreover, our method is the fastest. The main error cases is Acknowledgment The authors would like to thank Joseph
the presence of the border of tables that can be preferred to thé0jo) Chazalon for his valuable feedbacks about this work.
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