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Abstract In 2013, Najman and Géraud proved that

by working on a well-composed discrete representation

of a gray-level image, we can compute what is called

its tree of shapes, a hierarchical representation of the

shapes in this image. This way, we can proceed to mor-

phological filtering and to image segmentation. How-

ever, the authors did not provide such a representation

for the non-cubical case. We propose in this paper a

way to compute a well-composed representation of any

gray-level image defined on a discrete surface, which is

a more general framework than the usual cubical grid.

Furthermore, the proposed representation is self-dual in

the sense that it treats bright and dark components in

the image the same way. This paper can be seen as an

extension to gray-level images of the works of Daragon

et al. on discrete surfaces.

Keywords well-composedness, discrete surfaces,

digital topology, Alexandrov spaces, frontier orders,

cross-section topology, tree of shapes, mathematical

morphology
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Fig. 1: How to filter an image using the tree of shapes:

we start from a gray-level image U with possibly some

pinches (encircled in red) in its boundaries, we interpo-

late it into a new similar image U ′ but without pinches,

then we compute its tree of shapes, we filter it, and we

construct the new image based on the filtered tree.
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1 Introduction

The aim of this paper is to provide a representation

that allows filtering gray-level images defined on dis-

crete surfaces [25] (formally defined in Subsection 2.2),

a combinatorial analog of pseudo-surfaces. Figure 1 il-

lustrates this methodology: we start from a given gray-

level image U defined on a subset of a discrete surface.

Then we compute its representation U ′ (roughly speak-

ing an image which is visually similar to the initial

image and which is well-composed, see Subsection 3.3

for details). This representation is what we call a plain

map, a particular kind of discrete function with some

continuity properties (see Subsection 4.2). This compu-

tation is made in a self-dual way (see Subsection 2.9)

so that we treat dark and bright components the same

way (no assumption on the contrast of the image is re-

quired). After that, since the new representation U ′ is

well-composed, we can compute its tree of shapes T (U ′)

(formally defined in Subsection 4.3), a hierarchical rep-

resentation of the shapes in the image. This enables

us to make some filtering in the shape space [45] (we

remove some particular nodes in the tree), and we ob-

tain a new tree Tfilt(U
′). Based on this new tree, we

can construct the new image Ufilt which corresponds to

the filtered signal. By this procedure, we can do im-

age filtering [45] or image segmentation [17] based on

mathematical morphology [42,43].

Fig. 2: How González-Dı́az et al. dilate an initial cubical

complex whose boundary contains a “pinch” (a location

where a curve crosses itself) to obtain a new (polyhe-

dral) complex whose boundary is a simple closed curve.

This method preserves homotopy.
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However, to be able to expose the new represen-

tation U ′ that we introduce in this paper, we need

first to recall the methodologies used to perform “nice

separations”. Separations are not ”nice” if they own

”pinches” and then they are not manifolds. The conse-

quence is that topological issues can appear: the Jor-

dan separation theorem can fail in the digitized world to

provide one exterior and one interior, the algorithm [26]

computing the tree of shapes can fail to provide a tree,

and so on. Two approaches to compute nice separations

are possible: either we want to separate sets of cells of

dimension n, called n-cells, in Rn (topological repara-

tions) with surfaces, or we want to separate sets of ver-

tices, called 0-cells, in Rn (point separations), still with

(discrete) surfaces. Note that these two approaches can

be considered to be dual.

More exactly, we call topological reparation of a com-

plex any method which transforms a given n-D cell com-

plex with “pinches” in its boundary into a new com-

plex which is well-composed, that is, whose boundary

is made of simple closed (n − 1)-surfaces according to

Latecki [36]. Their aim is to restore manifoldness to

the boundaries of digitized objects (boundaries of real

objects are assumed to be manifolds in the continuous

world). To the best of our knowledge, the only method

existing today relating to topological reparation of com-

plexes is that of González-Dı́az et al. [14,27,28,29,30].

Starting from a cubical complex which is not well-com-

posed (see the center of the red circle in Figure 2 on its

left side), they want to obtain a new polyhedral com-

plex which is homotopy-equivalent to the preceding one

and which is well-composed. With this aim, they di-

late the cubical complex at the location of the pinches

(see the middle in Figure 2) to obtain the new com-

plex (on the right side in Figure 2). However the n-D

method [14] verifies only a weaker form of well-compo-

sedness, called weak well-composedness, and manifold-

ness of the boundary is not ensured. Other topological

reparations exist and can be found in [13,20], but they

concern only cubical or BCC grids.

Gray-level images too can be topologically repaired

(see [12]): instead of repairing the boundary of a unique

set, this method repairs at the same time all the thresh-

old sets (the binarizations) of the image for any value

λ (see Subsection 2.8 for details). This n-D topologi-

cal reparation [12] has been observed to be fast in 2D

in practice, but it works only with cubical grids and it

does not preserve the topology of the initial image.

Extending operators from sets to gray-level images

is called cross-section topology [7,8,9,40] and can be

straightforward with simple morphological set opera-

tors (like dilation and erosion): we decompose a gray-
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Fig. 3: How to separate white points from black points

using the method of Lachaud and Montanvert [35]

based on the convex hull.

level image into a stack of threshold sets, we treat the

threshold sets separatly with the given set operator,

and we build the new gray-level image from the new

threshold sets. However, extending methods from sets

to gray-level images can be more complex as in [12], or

trickier as we are going to see in this paper.

Now, let us recall the most common approaches to

computing point separations. To this aim, let us first

recall the approach of Lachaud and Montanvert [35]

which extends the well-known Marching Cubes algo-

rithm [39] in n-D. More exactly, their approach consists

of starting from a cubical grid where vertices are either

black or white (see Figure 3 left) and looking locally (at

each cube of the grid) how to draw the separation be-

tween these black points and the white ones. They first

compute the boundary points (the little white spheres)

at the centers of the edges simultaneously containing a

white and a black vertex, which leads to Subfigure 3(a).

Then, they compute the (solid) convex hull of the set

made of the black and boundary points which leads

to Subfigure 3(b). By keeping the boundary of this con-

vex hull (see Subfigure 3(c)), they obtain the separation

which was sought in the cube. Finally, by joining all the

separations obtained for each cube in the 3D space, they

obtain a 2-manifold separating black and white points.

This method works in n-D and the separations thereby

obtained are pseudo-manifolds.

Now, let us present the general approach of Daragon

et al. [21,22] to proceed to point separation.

Let us imagine that we have some triangular mesh

covering R2, where white vertices represent the fore-

ground and black vertices represent the background.

Two vertices which are connected by an edge are con-

sidered neighbors. The goal is to nicely separate the

foreground from the background. Following the works of

Daragon et al. [21,22], there are two methods to achieve

this (see Figure 4):

Fig. 4: Two equivalent computations of a separation.

The first approach consists of a subdivision followed by

a “thickening”; the dashed line is then the separation

we are seeking. The second approach consists of com-

puting the barycenters of the simplices whose at least

one vertex is white and at least one vertex is black and

joining these barycenters by edges.

– First method: We subdivide the triangles of the ini-

tial structure (on the left) into smaller triangles while

preserving their color; we obtain the figure in the

top middle of Figure 4. Then, we color all the lit-

tle triangles which contain at least one white ver-

tex in white; we obtain the figure at the top right

of Figure 4. The resulting white part of the subdi-

vided mesh is called the derived neighborhood, and

its boundary (represented by a dashed gray curve)

separates the two triangles (in the initial structure)

from the rest of the mesh.

– Second method: Since we know which vertices be-

long to the foreground and which ones belong to

the background, we are able to determine which tri-

angles or edges consist only of white vertices, which

ones consist only of black vertices, and the others.

These last simplices constitute the so-called fron-

tier order (see Subsection 2.5 for the formal defini-

tion), depicted at the bottom of Figure 4 by a simple

closed curve. This simple closed curve represents the

separation between the two initially white triangles

and the rest of the mesh.

As stated by Daragon et al. [21,22], these two ap-

proaches are always equivalent; here we obtain the same

simple closed curve in R2 satisfying the Jordan sepa-

ration theorem (R2 is separated into two components,

the interior which is bounded and the exterior which is

unbounded). Details about the n-D case can be found

in [1,31,34,38].

Now that we have seen how to compute separations,

we will expose how to combine these methodologies to
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work with gray-level images, that is, how to modify the

initial data so that the boundaries of the binarizations

of the new image are nice separations. This way, we

will be able to compute a tree of shapes for filtering

and segmentation purposes.

Sec. 1: overview

Sec. 2: axiomatic
digital topology

Sec. 3: our new
self-dual re-

presentation U ′

Sec. 4: how to
compute the tree
of shapes of U ′

Sec. 5: Proofs
of Section 3

Sec. 6: Con-
clusion

Sec. 7: Remar-
kable properties

Fig. 5: The scheme of the whole paper. Note that Sec-

tion 5 and Section 7 are optional for the intuitive un-

derstanding of the paper.

This paper is organized as follows: Section 2 recalls

basics in the matter of axiomatic digital topology, Sec-

tion 3 shows how we compute the new representation

we propose in this paper and details its properties, Sec-

tion 4 recalls how to compute the tree of shapes, Sec-

tion 5 contains the proofs of properties stated in Sec-

tion 3, Section 6 concludes the paper, and Section 7

contains some properties related to this paper and that

we consider remarkable. In Figure 5, we depict the plan

of the whole paper.

2 Axiomatic digital topology

In this section, we recall some theory about axiomatic

digital topology [3] and discrete topology [2,6,10,23,41].

2.1 Posets

Let Y be a set of arbitrary elements. An order relation

R on Y is a binary relation on Y which is reflexive,

asymmetrical, and transitive. The inverse of an order

relation R on Y is the binary relation R′ on Y verify-

ing yR′x iff xRy for x, y ∈ Y . Given an order relation

R on Y , we will note R� the binary relation defined

such that, ∀x, y ∈ Y :
{

(x, y) ∈ R�
}

is equivalent to

{(x, y) ∈ R and x 6= y} . A set Y of arbitrary elements

supplied with an order relation R on Y is denoted (Y,R)

or |Y | and is said to be a partially ordered set or simply

a poset.

Let |Y | be a partially ordered set. We will usually

denote by αY the order relation associated to its domain

Y , in such a way that |Y | = (Y, αY ). Also, we will write

βY the inverse of αY , and θY = αY ∪ βY .

When y is an element of Y , we define then the com-

binatorial closure of y in Y :

αY (y) := {p ∈ Y ; pRy} ,

the combinatorial opening of y in Y :

βY (y) := {p ∈ Y ; yRp} ,

and the combinatorial neighborhood of y in Y :

θY (y) = αY (y) ∪ βY (y).

By extension, we will define for any X subset of Y :
αY (X) :=

⋃
x∈X αY (x),

βY (X) :=
⋃
x∈X βY (x),

θY (X) :=
⋃
x∈X θY (x).

Let |Y | = (Y, αY ) be a poset, and let X be a subset

of Y . The suborder of |Y | relative to X is the poset

(X,αX) with αX := αY ∩(X×X). Then for any x ∈ X,

αX(x) = αY (x)∩X, βX(x) = βY (x)∩X, and θX(x) =

θY (x) ∩X.

Let (Y, αY ) = |Y | be a poset. Then, |Y | is said to be

locally finite if for any element y ∈ Y , the set θY (y) is fi-

nite. Assuming that |Y | is locally finite, the rank ρY (y)

of an element y in |Y | is 0 when α�Y (y) = ∅; otherwise,

it is equal to: maxp∈α�
Y (y)(ρY (p)) + 1. The rank of a

poset |Y | is denoted by ρ(|Y |) and is equal to the max-

imum rank of its elements: ρ(|Y |) := maxy∈Y (ρY (y)).

An element of Y such that ρY (y) = k is called k-face

of Y ; the set of k-faces of a poset |Y | is denoted by

Yk. A face h of a poset |Y | is said to be maximal when

βY (h) = {h}.
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Let |Y | be a poset. A path [6] from x ∈ Y to y ∈ Y
is a sequence (p0 = x, p1, . . . , pk−1, pk = y) of elements

of Y such that for any i ∈ J0, k − 1K, pi ∈ θ�Y (pi+1).

A poset |Y | is said to be path-connected [6] if for any

pair (x, y) of elements of Y , there exists a path from x

to y. A connected component C of |Y | is a subset of Y

which is path-connected, and such that C is maximum

for this property (in the inclusion sense).

2.2 Discrete n-surfaces

Let |X| = (X,αX) be a partially ordered set. |X| is said

to be countable if its domain X is countable. A partially

ordered set which is countable and locally finite is said

to be a CF-order. Now, according to Evako et al. [25],

let |X| = (X,αX) be a CF-order, then |X| is said to

be a (−1)-surface if X = ∅, a 0-surface if X is made of

two elements x, y ∈ X s.t. x 6∈ θX(y), or an n-surface,

n ≥ 1, if |X| is path-connected and for any x ∈ X,

|θ�X(x)| is an (n − 1)-surface. Note that a well-known

example of an n-surface is the Khalimsky Grid [25] of

dimension n when n ≥ 1.

2.3 Simplicial complexes

Let Λ be a set of arbitrary elements. Any set of (n+ 1)

elements of Λ, with n ≥ 0, is called a n-simplex. Let C

be a collection of simplices that is closed under inclu-

sion1 and such that the intersection of two simplices of

C is either the empty set or a simplex of C; in this case,

C is called a simplicial complex. The elements of this

collection are then called faces of the simplicial complex

C. The support of a simplicial complex C is denoted by

ΛC and is equal to
⋃
s∈C s. Now, let C be a simplicial

complex, and let K be a subset of C that is a simpli-

cial complex, then K is said to be a subcomplex of C.

Also, if every face of C included in ΛK is also a face

of K, then we say that K is a full subcomplex of C. A

vertex of a simplicial complex C of support ΛC is an

element of C which can be written {p} where p ∈ ΛC .

Note that simplicial complexes are naturally supplied

with the order relation ⊆ and in that sense, they are

posets.

2.4 Subdivisions

Let |X| = (X,αX) be a poset. A suborder |S| of |X|
is said to be totally ordered when for any pair (x, y) ∈
1 A set C of simplices is said to be closed under inclusion

if for any element h ∈ C and any element h′ ⊆ h, then h′

belongs to C.

Fig. 6: From a cell complex (on the left side) represent-

ing a poset (the 2D cells and their faces are the elements

of the poset and the incidence relation is the order re-

lation between these cells) to its chains represented by

triangles and their faces (on the right side).

S × S, we have x ∈ αS(y) or y ∈ αS(x). Any subset c

of X such that |c| = (c, αc) is totally ordered is called

a chain of |X|. Then, the set of all the chains of |X| is

denoted by X1 and is called the first subdivision of |X|.

The reason for which the set of the chains of a poset

is called subdivision can be seen in Figure 6 where we

see that chains can be interpreted geometrically as the

simplices of the subdivided complex.

Note that X1 is a simplicial complex, and that its

support is equal to X. A particular property of the first

subdivision is that when |X| is a discrete n-surface, then

X1 is still a discrete n-surface according to Daragon [21].

Furthermore, we will denote by Xk, k ≥ 2, the kth

subdivision of the poset X defined inductively as

Xk := (Xk−1)1.

2.5 Frontier orders

Let C be a simplicial complex. Let us decompose now

ΛC into the union of K the foreground and K ′ the back-

ground : ΛC = K t K ′ (where t is the disjoint union

operator). Then C can be decomposed into 3 disjoint

parts: CK , which is the set of the simplices contained

in K; CK′ , which is the set of simplices contained in

K ′; and CK/K′ , which is the set of simplices contained

neither in K nor in K ′. Then |CK/K′ | = (CK/K′ ,⊆) is

called the frontier order of K in ΛC relative to C. Note

that a frontier order is not a simplicial complex: since

any vertex belongs either to K or to K ′, it does not

belong to CK/K′ .

For example, let C := {{a}, {b}, {a, b}} be a simpli-

cial complex. The support ΛC of C is equal to {a, b}.
Let us assume that we have K := {a} and K ′ := {b}
whose disjoint union is equal to ΛC . The frontier order

of K is then {{a, b}}, and its element {a, b} is contained

neither in K nor in K ′.
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Theorem 1 (Theorem 37 [21](p. 89)). Let C be a sim-

plicial complex which is a discrete n-surface, n ≥ 2.

Let K be a strict non-empty subset of ΛC . The order

|CK/K′ | is a union of disjoint discrete (n− 1)-surfaces.

2.6 AWC Posets

Let us recall the definition of combinatorial boundary of

Najman and Géraud [41]. Let X and Y be two posets

such that X is a suborder of Y , then the combinatorial

boundary or simply boundary bd(X,Y ) of X in Y is

defined as:

bd(X,Y ) := αY (X) ∩ αY (Y \X).

We can recall the definition of well-composedness in

the sense of Alexandrov, initially introduced in [41], and

later used in [11,13,15,16]: let X,Y be two non-empty

posets such that X ⊆ Y , Y is an n-surface, n ≥ 1, and

X is equal to the combinatorial closure of the set of

its n-faces. Then X is said to be well-composed in the

sense of Alexandrov (AWC) if its boundary bd(X,Y )

is a disjoint union of discrete (n−1)-surfaces or empty.

2.7 Dual cells

{a} {b}

{c} {d}

{a,b}

{a,c} {b,c}

{c,d}

{b,d}

{b,c,d}

{a,b,c}

{b,c}*

∩

α
K1 (β

K1 ({{b, c}}))α
K1 (β

K1 ({{b}})) α
K1 (β

K1 ({{c}}))

Fig. 7: How to compute dual cells. On the top, we show

a simplicial complex K equal to the closure of two tri-

angles whose common edge {b, c} is depicted in red. In

the middle, in blue we depict the closures of the opening

of {{b}}, of the opening of {{b, c}}, and of the opening

of {{c}} in the subdivision K1 of K. At the bottom, we

compute the intersection of these last three sets, and we

obtain the dual cell {b, c}∗.

Let us recall the combinatorial version of the defini-

tion of dual cells [3,10,32]. Let K be a poset, and K1

its first subdivision. For any element A ∈ K, we define

A∗, the dual cell of A relative to K, as:

A∗,K =
⋂

h∈αK(A)

αK1(βK1({h})).

Figure 7 shows how to compute the dual of an edge in

a simplicial complex.

Finally, for any suborder L of a poset K,

L∗,K := {A∗,K ; A ∈ L}

is called the dual of L relative to K.

2.8 Span-valued maps

By IR let us denote the set of closed intervals of R, that

is, any set which can be written [a, b] with a, b ∈ R and

a ≤ b. For a finite non-empty set S of values in R, the

span operator applied to S is denoted by Span(S) : S →
IR and is equal to [min(S),max(S)]. We consider that

the operators min, max, and thus Span, are recursive in

the sense that min{a, {b, c}} = min{a, b, c} and so on.

0 0 0

1 3 2
1 [1,3]1 3 2 2

0 00 0 00 0

0 0 0 0

1 2[1,3]

[2,3]

[2,3]

[0,3] [0,3] [0,3] [0,2] [0,2][0,1] [0,1]

{ } { }{ }{ } { }

{ } { }

{ } { }{ } { }

{ } { }{ }{ } { }{ } { }

{ } { } { }

{ } { } { }

Fig. 8: An example of span-valued map on a 2D Khalim-

sky grid. Observe that this map is “flat” on the squares

and that the values on the vertices and edges depend

only on the values of U on the squares which contain

them.

Let |X| be a poset of rank n ≥ 0. We refer to a

span-valued map or gray-level image (defined on |X|)
as any map U : X → IR which verifies for each h ∈ Xn:

U(h) = {v} with v ∈ R,

and for each h ∈ X \Xn:

U(h) = Span{U(q) ; q ∈ βX(h) ∩Xn}.

An example of span-valued map is depicted in Figure 8.
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Let |X| be some poset; and let U : X → IR be

some span-valued map. For any λ ∈ Z, we define the

following sets as threshold sets [41] of U :

[U B λ] = {x ∈ X ; U(x)B λ},

[U C λ] = {x ∈ X ; U(x)C λ},

where U(x) B λ means that for any y ∈ U(x), y > λ,

and U(x)C λ means that for any y ∈ U(x), y < λ.

The first set [U B λ] is called strict upper threshold

set of threshold λ; the second set [U Cλ] is called strict

lower threshold set of threshold λ.

Let Y be a poset of rank n ≥ 2. A span-valued map

U : Y → IR is said to be well-composed in the sense

of Alexandrov (AWC) [41] if the boundary of each of

its threshold sets is either made of a disjoint union of

discrete (n− 1)-surfaces or empty.

2.9 Self-duality

In mathematical morphology, we do not always know

in advance if we want to treat bright components over

dark components or dark components over bright com-

ponents. Assuming that we work with some function

u : D → R, it can be then useful to work with self-

dual operators: an operator Φ which maps u to a map

Φ(u) : D → R : x → (Φ(u))(x) is said to be self-dual if

for any x ∈ D,

−(Φ(u))(x) = (Φ(−u))(x).

For short, we will say that −Φ(u) = Φ(−u).

An intuition of self-duality is given in Figure 9.

Now let us extend these tools from scalars to inter-

vals. If a, b belong to R with a < b, then we call [−b,−a]

the opposite of [a, b] ∈ IR. The same manner, assuming

that a span-valued map U : D → IR is given, we define

its opposite −U : D → IR to be such that for any x ∈ D,

−U(x) = [−b,−a] when U(x) = [a, b] with a, b ∈ R and

a ≤ b.

Let Φ be an operator from the space of span-valued

maps to itself. We define −Φ to be the opposite of the

operator Φ if for any span-valued map U : D → IR
whose image by Φ is Φ(U) : D′ → IR, we have for any

x ∈ D′,
(−Φ(U))(x) := −(Φ(U))(x).

Take care of the fact that D′ and D can be different

due to the modifications caused by the operator Φ.

ϕ

ϕ

f(x)

- f(x)

x

x

x

x

(ϕ(f))(x)

(ϕ(-f))(x)

Fig. 9: Self-duality of a grain filter [18] Φ on a real func-

tion f : D → R: bright and dark components which

have an area lower than a given threshold α are re-

moved from f (see the dotted lines). We obtain the

same result if we compute the opposite of the filtering

or the filtering of the opposite. In other words, bright

components and dark components are treated the same

way with self-dual filters.

We say that an operator Φ from the space of span-

valued maps to itself is self-dual when for any span-

valued map U : D → IR, we obtain that −Φ(U) : D′ →
IR is equal to Φ(−U) : D′ → IR; that is, for any U :

D → IR and for any x ∈ D′,

(−Φ(U))(x) = (Φ(−U))(x).

3 A new self-dual representation

In this section, we present our definition of cell-com-

plexes, and then we explain how we transform a poset

into a cell-complex which is AWC. Then, we explain

our method to make a gray-level image AWC.

3.1 Cell-complexes

Fig. 10: Computation of a cell complex: from left to

right, a simplicial complex K, its subdivision K1, and

its associated cell complex CC(K).

Let us introduce our (informal) definition of cell

complexes:



8 Nicolas Boutry, Thierry Géraud, Laurent Najman

Definition 1. Let |K| be a given poset. Then, we call

cell complex associated to |K| the poset CC(K) sup-

plied with the relation ⊆ made of the cells dual to the

subdivisions of K. Furthermore, assuming that |X| is

a suborder of the poset |Y |, we call cell complex asso-

ciated to X relative to Y the poset CC(X|Y ) supplied

with ⊆ made of the cells dual to the subdivisions of X

relative to Y .

The formal definition of our transform is given in

Subsection 5.1 (see Definition 9).

3.2 On making posets AWC

Fig. 11: Building the transform T(X) of a suborder |X|
of a 2-surface |Y |: we start in the top left subfigure from

a simplicial complex X (depicted by the thick segments

in black) equal to the closure of a 2-simplex in a dis-

crete 2-surface |Y |. Then, in the top right subfigure, we

depict the subdivision X1 of X and the subdivision Y 1

of Y . In the bottom left subfigure, we depict the sec-

ond subdivision X2 of X and the second subdivision

Y 2 of Y which are both used to compute the dual cells

of X1 and Y 1. The bottom right subfigure shows the

cell complex T(X) (see the cells with thick borders) in

CC(Y ).

Starting from a given poset |X| which is a non-

empty finite subset of a discrete n-surface |Y |, n ≥ 2,

we would like to obtain some new set which is, as much

as possible, topologically equivalent to X but with no

topological issues (no pinches in the boundary). For this

reason we propose the following (informal) definition:

Definition 2. Let |X| be a suborder of the poset |Y |.
Then the transform of X (relative to Y ) is the cell com-

plex resulting from the closure in CC(Y ) of CC(X|Y ).

In other words, T(X) is made of the cells of CC(X|Y )

plus its faces in CC(Y ).

The formal definition of our transform is given in

Subsection 5.1 (see Definition 11).

An example of such a transform is depicted in Fig-

ure 11.

We obtain the following properties, whose proofs are

postponed to Section 5, page 22:

Theorem 2. Let |Y | be an n-surface, n ≥ 2, and |X|
be a suborder of |Y | which is equal to the combinatorial

closure of its n-faces. Then |T(X)| is well-composed in

the sense of Alexandrov.

This theorem claims that when the topological space

|Y | is a discrete surface, then the boundary of the trans-

form |T(X)| of any suborder |X| of |Y | is made of dis-

joint discrete surfaces. This property can be observed

in Figure 11 where the initial poset |X| has topological

singularities at the middle (see the “pinch” encircled

in red), and the boundary of its transform |T(X)| is a

simple closed curve (no “pinch”). In other words, regu-

larity2 is preserved from |Y | to T(X).

From now on, for sake of simplicity, we will simply

write T(X) instead of |T(X)|, that is, we will always

assume that the transform of X is provided with its

order relation ⊆. The same applies for CC(X|Y ) and

CC(Y ).

Also, we can prove that this transform preserves

path-connectivity:

Proposition 1. Let |Y | be an n-surface, n ≥ 2, and

|X| be a suborder of |Y | which is equal to the com-

binatorial closure of its n-faces. Then, the transform

T(X) of X is path-connected iff X is path-connected. In

other words, the mapping X → T(X) preserves path-

connectivity.

The proof of this proposition has been postponed to

Section 5, page 23, and preservation of path-connectivity

can be observed in Figure 11.

3.3 Towards our self-dual representation

Now, let X,Y be two posets such that Y is an n-surface,

n ≥ 2, and X is a finite non-empty strict suborder of

2 We say that a poset is regular (in the discrete sense) when
it is a discrete surface or when its boundary is made of disjoint
discrete surfaces.
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Y that is the combinatorial closure of its n-faces:

X =
⋃
h∈Xn

αY (h),

and let U : X → IR be some given span-valued map.

This map is assumed not to be AWC. Our aim is then

to compute a new function U ′ obtained by a transform

I : U → U ′ such that:

1. I is self-dual : I(−U) = −I(U); that is, it treats the

same way dark and bright components. This prop-

erty is useful when we do not know a priori which

ones of the bright and dark components are the most

important in the given signal;

2. U ′ is a span-valued map: the values on the n-faces

must be degenerate sets3 and the values of the k-

faces must be equal to the span of the values on the

n-faces which contain them;

3. U ′ is AWC: we want our representation to own “reg-

ularity” properties in the discrete sense so that we

are able to compute its tree of shapes;

4. U ′ is in-between: this property means that the thresh-

old sets of U ′ and U have the same boundaries where

there is no pinch.

The map U ′ verifying this set of properties is then

called self-dual representation of U .

0

0

0

0

0

0

0

1

2

2

[0,2]

[0,1]

{2}

Fig. 12: The initial image U : X → IR, containing a

pinch encircled in red: at this vertex, the boundary of

[U B 1] crosses itself. Circles indicate the values of the

span-valued map U on some of the k-faces of X (k < n).

Starting from a gray-level image U like in Figure 12

containing a pinch at its center, let us show step by step

how we compute its self-dual representation.

0

0

0
0

0

0

0

1

2

2

00 0 0

0

0

0

0

0

0

0

0 0 0

[0,2]

[0,2]

[0,1]

{0}

Fig. 13: We build an “extension” UUSC : Y → IR of U

to the whole discrete n-surface Y with the same value

M ∈ R all over Y \X chosen in a self-dual way.

3.3.1 Step 1: from U to UUSC

Since by hypothesis X is a non-empty strict subset of

Y , the boundary bd(X,Y ) of X in Y is non-empty.

Then we can apply the symmetric median operator4 to

the restriction of U to the (n−1)-faces of the boundary

to obtain:

M := med{U(h) ; h ∈ (bd(X,Y ))n−1},

where (bd(X,Y ))n−1 corresponds to the set of (n− 1)-

faces of bd(X,Y ).

This way, the operator med is applied on a set of

degenerate sets. Indeed, when h is a (n − 1)-face of

bd(X,Y ), then β�Y (h) is made of two n-faces (because

|Y | is an n-surface). Also, because h ∈ bd(X,Y ), β�Y (h) =

{x, y} with x ∈ Xn and y ∈ Yn \ Xn. Then, β�X(h) =

{x}. This leads to U(h) = Span{U(x)} = U(x) since

U(x) is degenerate. This means that M is the median

of a set of degenerate sets.

Note that M is chosen in a self-dual way, since the

symmetric median is a self-dual operator; this ensures

self-duality of the complete procedure. In Figure 12,

M = med {0, 0, 0, 0, 0, 0, 0, 2} = 0.

Then, we define a new map UUSC : Y → IR, as

depicted in Figure 13, as follows.

Definition 3. Assuming that a span-valued map U :

X → IR is given on a suborder |X| of a discrete n-

surface |Y | equal to the combinatorial closure of its n-

faces, we define the map UUSC : Y → IR such that

3 A set is said to be degenerate if it is a singleton.
4 We recall that the symmetric median operator med ap-

plied to a list of an even number of elements of R returns the
average of the two middle values of the sorted list; otherwise,
when the list contains an odd number of elements of R, it
returns the middle value of the sorted list.
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∀p ∈ Y :

UUSC(p) :=


U(p) when p ∈ X \ bd(X,Y ),

{M} when p ∈ Y \X,

Span{M, U(p)} when p ∈ bd(X,Y ).

Note that this map satisfies some continuity prop-

erty called upper semi-continuity and developed in Sec-

tion 4.2; Property 8 detailing this fact is proven in Sec-

tion 7 on page 25.

3.3.2 Step 2: from UUSC to u[

Since we are going to introduce new “pixels between

the pixels” (since we work with interpolations) in the

final representation U ′, we have to flatten the map UUSC

beforehand; otherwise, U ′ will not be flat on its n-faces.

This step can be seen as a “smoothing” of UUSC into a

single-valued map.

So let us choose some self-dual operator Op (like

the symmetric median or the mean operators) which

verifies:

∀A ⊂ R,Op(A) ∈ Span(A), (POp)

where A is assumed to be finite.

Then, assuming that the map UUSC : Y → IR is

known and computed as explained before, we can define

the new function u[ : Y → R in the following manner.

Definition 4. Let us assume the hypotheses of Defini-

tion 3. For any p ∈ Yn, u[(p) := v where v is the real

value verifying UUSC = {v}, and for any k ∈ J1, nK and

any p ∈ Yn−k,

u[(p) := Op{u[(q); q ∈ (βY (p))n−k+1}.

In other words, u[ can be computed using Algo-

rithm 1.

Using this algorithm and choosing the symmetric

median operator as operator Op, we obtain, then, a

single-valued map u[ computed in a self-dual way like

depicted in Figure 14: here, we “flatten” UUSC into

u[ : Y → R using the symmetric median operator in

Algorithm 1. The aim of this function is to value all

the pixels by real values (to obtain later that the n-

faces of the representation U ′ are valued by degenerate

sets). Note however that the median operator (or the

mean operator) of a set of integers is generally not an

integer, which can be complicated to handle in practice.

Now, let us now define what we mean when we say

that some single-valued map preserves the boundaries:

Algorithm 1: Computation of u[.

ComputeUFlat(Y,UUSC, n) : u[;

begin

for p ∈ Yn do

u[(p)← v where UUSC(p) = {v}
for k ← J1, nK do

for p ∈ Yn−k do

u[(p)← Op{u[(q); q ∈
(βY (p))n−k+1}

Return u[
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Fig. 14: Flattening of UUSC into u[ : Y → R using the

symmetric median operator.

Definition 5. Let D be a discrete n-surface and let

F : D → IR be a span-valued map. Then we say that

g : D → R is a single-valued in-between interpolation

of F if for any n-face p of D, g(p) ∈ F (p), and ∀k ∈
J0, n− 1K,∀p ∈ Dk,

g(p) ∈ Span
{
g(q) ; q ∈ (βD(p))k+1

}
.

In this sense, we say that g preserves the boundaries of

F .

{0}{0}

{1}

{0}

{1}

[0,1] [0,1]

{1}

[0,1]

10

1

0

1

0 0

1

0

Fig. 15: An example of interpolation which is not in-

between: violating the rule provided in Definition 5 can

insert new components in the boundary of the threshold

sets of the given image.
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Figure 15 shows an example of interpolation which

is not in-between: we start from a gray-level image

UUSC : D → IR (on the left side) which is upper semi-

continuous and we “flatten” it with some procedure pre-

serving the values at the n-faces but which do not en-

sure in-betweeness. This way, we obtain a single-valued

map u2 : D → R (depicted on the right side). We can

observe that we introduced some new components in

the boundary of the gray-level image: [UUSC B 1
2 ] has

one component when [u2 > 1
2 ]5 has two components.

For this reason, we consider that verifying the relation

provided in Definition 5 is a necessary condition to “pre-

serve” the boundaries of the given gray-level image.

Then the following property is immediate:

Property 1. For any operator satisfying (POp), the

single-valued map u[ : Y → R computed as described

above is a single-valued in-between interpolation of U .

F
Y

p
∞

Fig. 16: How a front propagation algorithm works.

Another approach can be to use a front propaga-

tion or shortly propagation as detailed in [11,26] and

depicted in Figure 16: the front is initialized at the

light blue component surrounding the whole domain.

Then, the front propagates into the depth of the image:

the inner blue boundary propagates to the red bound-

ary, which then propagates to the orange one, and then

propagates to the yellow one, and finishes disappearing

when the front covers the whole space Y .

Conjecture 1. The single-valued map u[ : Y → R
computed using the front propagation algorithm descri-

bed above is a self-dual single-valued in-between inter-

polation of U .

An example of u[ obtained with this front propa-

gation (instead of the operator Op) is depicted in Fig-

ure 17: here, we “flatten” UUSC into u[ : Y → R thanks

5 We define the threshold set [u > λ] for λ ∈ R and u :
D → R as the set {x ∈ D ; u(x) > λ}.
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Fig. 17: Flattening of UUSC into u[ : Y → R thanks to

the front propagation algorithm.

to the front propagation algorithm depicted in Fig-

ure 16; the blue dot represents the “exterior” point p∞
from which the propagation starts. Such a propagation

does not need any floating-point arithmetic and thus is

numerically easier to handle in practice: starting from

an image U of values in Z, we will obtain a median

M ∈ Z/2, which is easy to handle with a generic li-

brary [37].

At the opposite, using operators Op verifying (POp)

like the symmetric median/mean operators will ensure

smoother interpolations and then more regularity in the

final image.

Since u[ is neither a span-valued map nor AWC, it

is not yet the result we are looking for, which justifies

the following steps.

3.3.3 Step 3: from u[ to U [1

1
1
2

2
0 0

0 00

00 0

0 00
0 00

0 00
0 00
0 00

0 0 0

0 0 0
0
0

0
0 0

0 0
0

0 0
0
0

0
0 0

0
0 0

0 0
0
000

00

0
0

000
00 0

000

000

000

000

0
0
00

0
0

0
0
0

0

0

0

0
00

0
0
0
0
0

0
0

0
0

0 0
0
0 0

0
0

0

0

0

[0,1]

[0,2][1,2]

Fig. 18: From the in-between interpolation u[ provided

by the front propagation algorithm, we build a new map

U [1 : Y 1 → IR defined on a subdivision Y 1 of Y . The

aim of this map is to preserve the structure of u[ while

being easily convertible into a span-valued map.

Now let us define our intermediary map U [1 : Y 1 →
IR.
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Definition 6. Let us assume the hypotheses of Defini-

tion 3, and that we built u[ following Definition 4 or by

using the front propagation algorithm. From u[, we de-

duce the new map U [1 : Y 1 → IR (see Figure 18) defined

on Y 1 such that:

∀h1 ∈ Y 1, U [1(h1) := Span{u[(v) ; v ∈ h1}.

A last step remains then to obtain a span-valued

map.

3.3.4 Step 4: from U [1 to U ′

Now let us define our new representation U ′ : CC(Y )→
IR.

Definition 7. Now, assuming the hypotheses of Defi-

nition 6, let us define U ′ : CC(Y )→ IR such that:

∀h ∈ Y 1, U ′(h∗,Y
1

) := U [1(h).

We can then remark that this last function is a span-

valued map (see Figure 19) by duality.

Indeed, it verifies that for any pn ∈ (CC(Y ))n, there

exist v ∈ R and h0 ∈ (Y 1)0 such that h∗,Y
1

0 = pn and:

U ′(pn) = U [1(h0) = {v},

and for any pk ∈ CC(Y ) \ (CC(Y ))n:

U ′(pk) = Span
{
U ′(pn) ; pn ∈

(
βCC(Y )(pk)

)
n

}
.

This construction leads to the following result:

Theorem 3. Let us assume the hypotheses of Defini-

tion 7, the span-valued map U ′ : CC(Y ) → IR is well-

composed in the sense of Alexandrov for any n ≥ 2.

The proof of this theorem is postponed to Section 5,

page 24.

This theorem means that thanks to the regularity

of the domain CC(Y ) (due to the regularity of Y itself),

the span-valued map U ′ defined on CC(Y ) is regular too

since the boundaries of its threshold sets are discrete

(n− 1)-surfaces.

Now let us define the notion of span-valued in-between

interpolation:

Definition 8. For any span-valued map F : D → IR
where D is a discrete n-surface, we say that the span-

valued map F ′ : CC(D) → IR is a span-valued in-

between interpolation of F if for any p ∈ Dn,

F ′({p}∗,D
1

) = F (p),

and for any k ∈ J0, n− 1K and any p ∈ Dk,

F ′({p}∗,D
1

) = {v},

with:

v ∈ Span
{
F ′({q}∗,D

1

) ; q ∈ (βD(p))k+1

}
.

Then we obtain the following property whose proof

has been postponed to Section 5, page 24:

Property 2. Let us assume the hypotheses of Defi-

nition 7, the span-valued map U ′ : CC(Y ) → IR is a

span-valued in-between interpolation of U .

Informally speaking, we can say that the boundaries

are preserved from U to U ′.

We can see in Figure 20 how in-between interpo-

lations preserve boundaries (everywhere except at the

pinches) and on the contrary how interpolations which

are not in-between (see Figure 21) insert new extrema

in the image and and somehow break the structure of

the image.

Finally, let us observe that the complete procedure

is self-dual (see Figure 22) since the valuation M :=

med{U(h) ; h ∈ (bd(X,Y ))n−1} and the mappings

U → UUSC, UUSC → u[, u[ → U [1 , and U [1 → U ′ are

self-dual. This leads to an important result of this paper
whose proof is immediate:

Property 3. Let us assume the hypotheses of Defini-

tion 7. The span-valued map U ′ : CC(Y ) → IR is a

self-dual representation of U : X → IR.

Remark 1. Let us define the n-cells of CC(Y ) as the

dual cells of the vertices of Y 1. Then, we can observe

that (the interior of) the closure in CC(Y ) of any finite

set of n-cells of CC(Y ) is AWC (see Figure 19).

Now let us define U ′|T(X) : T(X) → IR as the re-

striction of U ′ to T(X). Because for each λ ∈ R we have

that [U ′|T(X) B λ] is equal to the interior of the closure

of a set of n-cells of CC(Y ), then [U ′|T(X)Bλ] is AWC,

and then we obtain that U ′|T(X) is AWC. This leads to

the following conjecture:

Conjecture 2. Let us assume the hypotheses of Defi-

nition 7. The image U ′|T(X) : T(X)→ IR is AWC and

computed in a self-dual way. In that sense, U ′|T(X) is

a self-dual representation of U .
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Fig. 19: Computation of the self-dual representation U ′ based on Figure 18: the initial pixels have been “eroded”

to make possible the insertion of new pixels between them; this way, problematic pixels have been separated so

that we do not have any more pinches in the boundaries. The delimitation of the domain T(X) is depicted in pink.

Note that the second subdivision of the domain of the initial image is depicted on the right side to show the link

between the initial image and its final interpolation.
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Fig. 20: Based on Figure 19, the in-between interpola-

tion U ′ preserves the boundaries of the initial image U

(except at the pinch): the orange dashed curves show

bd([U B 1], Y ) and bd([U ′ B 1], Y ), the green dotted

curves show bd([U B0], Y ) and bd([U ′B0], Y ), and the

pink curves show bd(X,Y ) and bd(T(X),CC(Y )) re-

spectively on the left side and on the right side in the

figure.
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Fig. 21: A random interpolation of U which is not in-

between: following the same procedure as the one used

to compute U ′ except that we used an operator Op to

compute u[ which does not verify (POp), we obtain a

span-valued map with new extrema compared to the

initial map U . The legend is the same as in Figure 20.
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Fig. 22: Self-duality of the operator I which associates

to a span-valued map U its representation U ′ (here, we

use the front-propagation algorithm to compute u[).

The representation of the opposite of the initial image

is equal to the opposite of the representation of the

initial image.

Depending on the needs, it will then be preferable

to use U ′ or U ′|T(X). When the aim is to compute the

tree of shapes, we need the domain of the AWC rep-

resentation to be a discrete surface, then we can use

U ′. When the aim is just to obtain an AWC plain map

(see Subsection 4.2), we can choose the representation

U ′|T(X).
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4 The tree of shapes of our self-dual

representation

After some reminders in matters of topology and plain

maps, we recall under which conditions we can compute

the tree of shapes of a gray-level image.

4.1 Topological spaces

Let X be a set of arbitrary elements, and let U be a

set of subsets of X. We say that U is a topology on X

if ∅ and X are elements of U , if any union of elements

of U are elements of U , and if any finite intersection of

elements of U is an element of U . X supplied with U is

denoted (X,U) or, for short, X and is called a topologi-

cal space. The elements of X are called points of X, and

the elements of U are then called the open sets of X.

Any complement of an open set in X is called a closed

set of X. We say that a subset of X which contains an

open set containing an element x ∈ X is a neighborhood

of x in X. A topological space is said to be connected if

it is not the disjoint union of two non-empty open sets.

Now, let X be a non-empty topological space and let

x be an element of X. The maximum connected sub-

set (in the inclusion sense) containing x is denoted by

CC(X,x) and is called the connected component of X

containing x. More generally, the maximum connected

subsets of X are called the connected components of X

and the set of these components is denoted by CC(X).

We say that a topological space (X,U) verifies the

T0 axiom of separation if, for any two different elements

of X, at least one has a neighborhood not containing

the other. A topological space which verifies the T0

axiom of separation is said to be a T0-space [3,4,33].

A topological space (X,U) is said to be discrete [2] if

the intersection of any family of open sets of X is open

in X. A discrete T0-space is said to be an Alexandrov

space [23].

As explained by Theorem 6.52 [3] (p. 28), a poset

equipped with the topology made of its combinatorial

openings is an Alexandrov space. Furthermore, accord-

ing to Eckhardt et al. [23], connectedness is equivalent

to path-connectedness in Alexandrov spaces.

Note that the definition of combinatorial boundary

of a poset X suborder of another poset Y is equal to

its topological boundary when X is equal to the com-

binatorial closure in Y of its n-cells. Recall that the

topological boundary is defined as:

∂X := αY (X) \ IntY (X),

where IntY (X) := {x ∈ X ; βY (x) ⊆ X} denotes the

topological interior of X as a subset of the topologi-

cal space Y . The proof of this equality is new and is

postponed to Section 7, page 25.

4.2 Plain maps

Let us now recall some mathematical background com-

ing from [5,41]. Let (X,U) be an Alexandrov space and

let R be equipped with its usual topology. An applica-

tion F : X → P(R) (equivalently written F : X  R)

is said to be a set-valued map. The domain of F is the

set D(F ) of points x of X such that F (x) 6= ∅.

USCℝ

ℍ

1

2

0

0 1 2 3 4

Fig. 23: An example of USC map F : D(F )  R on

the 1D Khalimsky grid H: we have F (0) = {1}, F (1) =

{1}, F (2) = [0, 2], F (3) = { 1
2 , 1} and F (4) = { 1

2}.
We observe at the discontinuity (x, F (x)) that for any

neighborhood U of F (x), for any x′ ∈ βX(x), we have

F (x′) ⊆ U , which shows that F is USC.

The neighborhood of a set A ⊆ R is a subset of

R which contains an open set in R containing A. A

set-valued map F : X  R is said to be upper semi-

continuous (USC) (see Figure 23) at x ∈ D(F ), if for

any neighborhood U of F (x), ∀x′ ∈ βX(x), F (x′) ⊆ U .

A set-valued map is said to be upper semi-continuous

(USC) if it is USC at each point x ∈ D(F ).

A set-valued USC map F : X  R is said to be a

quasi-simple map (see Figure 24) if for any x ∈ D(F ),

F (x) is a closed connected set and furthermore, for any

x ∈ D(F ) such that {x} = βX(x), F (x) is degenerate.

A quasi-simple map F : X  R is said to be a

simple map (see Figure 25) if for any quasi-simple map

F2 : X  R such that F (x) = F2(x) when βY (x) = {x}
with x ∈ D(F ), then for any x ∈ D(F ), F (x) ⊆ F2(x).
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quasi-simpleℝ

ℍ

Fig. 24: An example of quasi-simple map on the 1D

Khalimsky grid H: we can observe that this map U is

USC, that for any x in the domain of U , the set U(x)

is connected and closed, and that U(x) is “flat” on the

maximal faces.

simple
ℝ

ℍ

Fig. 25: An example of simple map on the 1D Khalim-

sky grid H: this quasi-simple map U is the “intersec-

tion” of all quasi-simple maps whose values are equal

to U of the maximal faces. In that sense, U is a simple

map.

A simple map F : X  R is said to be interval-

valued : for any x ∈ D(F ), F (x) is equal to (a, b)6 for

some a, b ∈ R with a ≤ b. Furthermore, this map F is

said to be closed-valued if for each x ∈ D(F ), F (x) is a

closed interval. A set-valued map F : X  R is said to

be a plain map if it is a closed-valued simple map.

We can prove that a span-valued map defined on an

Alexandrov space is a plain map (the proof is left to the

reader). Then, any span-valued map U → IR defined on

an Alexandrov space |X| can be written U : X  R.

D

E
B

A
C

F

O

A

O

F

B C

D E

Fig. 26: An image and its tree of shapes: an intuitive

way to understand how to build the tree of shapes is

to observe that O contains A, A contains B and C, B

contains D and E, and C contains F . All these obser-

vations lead directly to the tree of shapes of this image.

4.3 The tree of shapes

We have defined in Subsection 2.8 what threshold sets

are for span-valued maps, and for plain maps since

posets are Alexandrov spaces. Now let us see that based

on the saturation operator [19], we can define shapes [19,

26,41] and then, subject to some constraints, build the

tree of shapes (see Figure 26).

The saturation operator or the cavity fill-in opera-

tor, denoted Sat, is defined for any subset S of a topo-

logical space D as:

Sat(S) := D \ CC(D \ S, p∞),

where p∞ is some reference point [19]. Intuitively, this

operator fills the component S relative to p∞ which is

then seen as the “exterior”; for this reason, in prac-
tice, we choose to locate p∞ outside the domain of the

initial image. For example, in Figure 26, p∞ is chosen

inside the white component O which “surrounds” the

gray-level components A to F . A simple example of sat-

uration in Figure 26 would be that Sat(B) = B∪D∪E.

Now, assuming that some plain map U : D  R is

given, we can define the upper shapes of U :

SB(U) := {Sat(Γ ) ; Γ ∈ CC([U B λ]), λ ∈ Z} ,

and the lower shapes of U :

SC(U) := {Sat(Γ ) ; Γ ∈ CC([U C λ]), λ ∈ Z} .

Then we are going to see that these sets of shapes

can be grouped together to make the tree of shapes but

under some conditions.

6 An interval is denoted (a, b) when its is equal to [a, b],
]a, b], [a, b[, or ]a, b[.
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⊆
⊇

Fig. 27: Inconsistencies between a lower shape and an

upper shape of a same image because of a pinch: the

first shape coming from [U C 2] (in green) and the sec-

ond shape coming from [U B 0] (in red) overlap but

they are not nested. Note that the exterior has been

set at 2, as indicated by the value next to the point p∞
represented by a black dot. Remark that the set of two

2-simplices at 2 is not connected because at the pinch

p joining them, U(p) = [0, 2], and then p does not be-

long to [U B 0]; this explains why only one of these two

2-simplices is in the red component.

When we compute the tree of shapes of an image

which has pinches, then some shapes can overlap with-

out being nested: for example, in Figure 27, the green

shape corresponding to [U C 2] and one of the red

shapes corresponding to [U B 0] overlap, but they are

not nested, and so the set of shapes cannot be a tree

(as it contains cycles).

On the contrary, when a plain map has some regu-

larity properties like well-composedness in the sense of

Alexandrov, we obtain the following theorem:

Theorem 4 (Theorem 21 [41]). If F : D  R is an

AWC plain map defined on an unicoherent7 domain D,

then the set S(F ) := SB(F ) ∪ SC(F ) of shapes of F is

a tree.

Now, let us see that under constraints on the domain

CC(Y ) of U ′, we can compute its tree of shapes.

4.4 The tree of shapes of our self-dual representation

Notations 1. Since we have seen that our self-dual

representation U ′ is an AWC plain map, we could com-

pute directly the tree of shapes S(U ′) of U ′ (assuming

that CC(Y ) coming with its Alexandrov topology is uni-

coherent). However, we assumed that the domain of the

7 Recall that a set X is said to be unicoherent if X is con-
nected and for any two closed connected sets M and N such
that M ∪N = X, then M ∩N is connected.

Fig. 28: The tree of shapes S|T(X)(U) based on Fig-

ure 19. Once all the shapes of U ′ have been computed,

that is, for every threshold λ ∈ R and for the upper and

lower threshold sets, we remove the redundant ones. At

the end, four shapes remain: the dark gray component

(in fact T(X)) coming from [U ′ B−1], the middle gray

component (on the middle left) coming from [U ′ B 0]

included in the dark gray one, a white component com-

ing from [U ′ B 1] included in the middle gray one (on

the left), and another white component coming from

[U ′ B 1] included in the dark gray one (on the right).

We finally obtain a tree (sometimes called hierarchy) of

the shapes in U ′ representing U .

initial map U was a strict subset of Y , and thus it is

more logic to compute the restriction to T(X) of the

tree of the shapes of U ′:

S|T(X)(U) := {S ∩ T(X); S ∈ S(U ′)} .

Note that we know S|T(X)(U) is a tree because we

preserved the inclusion relationship between the nodes

of S(U ′). Indeed, when A and B are two components

of S(U ′), then we have three possible cases:

– A ∩B = ∅ and then (A ∩ T(X)) ∩ (B ∩ T(X)) = ∅,
– or A ⊆ B and A ∩ T(X) ⊆ B ∩ T(X),

– or B ⊆ A and B ∩ T(X) ⊆ A ∩ T(X).

In other words, we have the following property:

Property 4. Let us assume the hypotheses of Defini-

tion 7, of Theorem 4 and of Notation 1. When CC(Y )

is unicoherent, then the sets S(U ′) and S|T(X)(U) are

trees.
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In Figure 28 we depicted the computation of the

tree of shapes of the representation seen in Figure 19.

From now on, we will call S|T(X)(U) the tree of U .

5 Proofs of the main results

Let us now expose our formal definitions of a cell com-

plex and of our transform. Then, we prove new mathe-

matical properties relative to posets, discrete surfaces,

T(X), and to our self-dual representation U ′.

5.1 Formal definitions

Let us show how we define formally a cell complex as-

sociated with a suborder (see Figure 29); note that our

definitions are purely combinatorial. Take care not to

confuse our definition of cell-complexes with the CW

Complexes of Whitehead [44].

Definition 9 (Cell-complexes). Let |Z|, |T | be two po-

sets such that |Z| is a suborder of |T |. We define the

cell-complex associated to Z relative to T as the dual

of Z1 relative to T 1, and we denote it |CC(Z|T )| =

(CC(Z|T ),⊆). In other words, |CC(Z|T )| is equal to:{
A∗,T

1

; A ∈ Z1
}
,

supplied with ⊆. When Z = T , we denote |CC(Z|T )| =
|CC(Z)|.

Let us follow the construction of a cell complex on

Figure 29. At the top in this figure, we start from a

simplicial complex Y which is a set (supplied with an

order relation) of faces which are sets of points of a set

ΛY . Then we compute the subdivision Y 1 of Y , which

is a set of chains of faces of elements of ΛY . Finally, we

compute the dual cells of Y 1 to obtain CC(Y ). In other

words, we compute a set of dual cells which are sets of

chains of chains of faces which are sets of elements of

ΛY .

Now let us assume that we equip cell complexes with

the relation ⊆:

Definition 10. Let |Y | be a poset. For any suborder

|X| of |CC(Y )|, we define:

αCC(Y )(X) := {h ∈ CC(Y ) ; ∃h′ ∈ X s.t. h ⊆ h′} .

Then we can define formally our transform of a sub-

order in a discrete surface:

Y
{a}

{b} {c}

{a
,b
} {a,c}

{b,c}

{a,b,c}

Y1
{{a}}

{{b}} {{c}}

{{a,b}} {{a,c}}

{{b,c}}

{{a,b,c}}

{{b},{b,c},{a,b,c}}

{{b},{b,c}}

{{b},{b,c},{a,b,c}}*

{{b},{b,c}}*

{{a}}*

{{
a,
b}
}*

{{b}}* {{b,c}}* {{c}}*

{{a,c}} *

{{a,b,c}}*

CC(Y )

Fig. 29: Computation of a cell-complex: a simplicial

complex Y , its first subdivision Y 1, and the computa-

tion of the dual of the first subdivision, that is, CC(Y );

the thin lines in the last figure correspond to Y 2.

Definition 11. Let X be a non-empty finite set such

that |X| is a suborder of a discrete n-surface |Y |, n ≥ 2.

Let us assume now that X is equal to the combinatorial

closure of its n-faces. We define the poset |T(X)| by:

T(X) := αCC(Y )(CC(X|Y )),

and we call it the transform of X (relative to Y ).
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5.2 New mathematical properties

Let us expose some new properties relative to posets

and their subdivisions.

Notations 2. Let |Y | = (Y,R) be a poset and i be a

positive integer. The expression (a0, . . . , ak)R,Y,i repre-

sents the set {a0, . . . , ak} assuming that a0 R
� a1, . . . ,

ak−1 R
� ak, and that a0, . . . , ak belong to the ith sub-

division of Y .

Proposition 2. Let Y be a poset. Then, for any ele-

ment h of Y , we have the relation:

αY 1(βY 1({h})) = [θY (h)]1

Proof: The set βY 1({h}) represents the chains of

elements of Y containing h. Then, αY 1(βY 1({h})) rep-

resents the suborders of the chains of elements of Y

containing h. Besides, θY (h) represents the set of ele-

ments of Y which are comparable to h. Then, [θY (h)]1

is the set of chains of elements of Y comparable to h,

that is, the set of elements that can be written:

(h0, . . . , hk)αY ,Y,0 with hi ∈ θY (h),∀i ∈ J0, kK.

These two sets are then equal.

Proposition 3. Let A,B be two suborders of a same

poset |Y |. Then,

A1 ∩B1 = [A ∩B]1.

Proof: Let c be an element of A1 ∩ B1. Then, c =

(h0, . . . , hk)αY ,Y,0 is both a chain of elements of A and

a chain of elements of B, then each element hi for i ∈
J0, kK belongs to A ∩ B, then it is a chain of elements

of A ∩ B. Conversely, when c is a chain of elements of

A ∩ B, it is at the same time a chain of elements of A

and a chain of elements of B.

Proposition 4. Let A,B be two suborders of a same

poset. Then,

A1 ⊆ B1 ⇔ A ⊆ B.

Proof: Let A,B be two posets such that A ⊆ B,

and let c be an element of A1. Then, c is a chain of

elements of A, and then a chain of elements of B. Then

c ∈ B1. Conversely, when A,B are two posets such that

A1 ⊆ B1, then:

A = ΛA1 ⊆ ΛB1 = B,

then A ⊆ B.

Now, let us show that the intuition that the closure

becomes an opening by duality is true.

Proposition 5. Let C be a simplicial complex of rank

n ≥ 0. We assume that every duality for faces, sets,

and complexes are relative to C. For any a, b ∈ C, then

a ∈ αC(b) iff b∗ ∈ αC∗(a∗) where a∗, b∗ ∈ C∗ are the

dual cells of a and b respectively. The same way, a ∈
βC(b) is equivalent to b∗ ∈ βC∗(a

∗), and a ∈ θC(b)

is equivalent to a∗ ∈ θC∗(b∗). In other words, for any

a ∈ C, (αC(a))∗ = βC∗(a
∗), (βC(a))∗ = αC∗(a

∗), and

(θC(a))∗ = θC∗(a
∗).

Proof: Let a, b be two elements of C. Then, a∗ ∈
αC∗(b

∗) is equivalent to a∗ ⊆ b∗, itself equivalent by

Proposition 2 to:⋂
h∈αC(a)

[θC(h)]
1 ⊆

⋂
h∈αC(b)

[θC(h)]
1
,

which is equivalent by Proposition 3 to: ⋂
h∈αC(a)

θC(h)

1

⊆

 ⋂
h∈αC(b)

θC(h)

1

.

This is equivalent by Proposition 4 to:⋂
h∈αC(a)

θC(h) ⊆
⋂

h∈αC(b)

θC(h),

which is true iff:

αC(a) ⊇ αC(b),

that is, b ∈ αC(a).

With similar reasoning, we obtain that a ∈ βC(b)

is equivalent to b∗ ∈ βC∗(a∗), from which we conclude

that a ∈ θC(b) is equivalent to a∗ ∈ θC∗(b∗).

Finally, for any a ∈ C:

(αC(a))∗ =
⋃

b∈αC(a)

{b∗} =
⋃

b∗∈βC∗ (a∗)

{b∗} = βC∗(a
∗),

and the other results are obtained the same way.

Corollary 1. Let X be a poset. Then its dual X∗ is

path-connected iff X is path-connected.

Proof: This follows directly from Proposition 5.

Now, let us show that the dual of a frontier order of

a support of a simplicial complex X is the boundary of

the dual of X.

Proposition 6. Let C be a simplicial complex and let

X be a finite full subcomplex of C such that ∅ ( ΛX (
ΛC . Then, the dual of the frontier order of ΛX in ΛC
relative to C is equal to the boundary bd(X∗, C∗) of X∗

in C∗ (see Figure 30).
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dual
F.O.

dual

bd

Fig. 30: The dual of the frontier order is equal to the

boundary of the dual. We start from a set of points ΛX
(the 3 points in black in the left subfigure), a set ΛC (the

12 black and white points in the same subfigure), and

a simplicial complex C (this same figure in totality).

Then, we obtain the frontier order of ΛX in ΛC relative

to C in the top-middle subfigure in black. Then, we

compute its dual and we obtain the simple closed curve

(in the right subfigure). Restarting from the set X (in

black in the left subfigure), we compute its dual and we

obtain the black poset made of 3 hexagons, 3 edges, and

one vertex (see the middle-bottom figure). Finally, we

compute its boundary and we obtain the same simple

closed curve as before.

Proof: Let z be an element of bd(X∗, C∗), then

z belongs to αC∗(X
∗) ∩ αC∗(C∗ \ X∗), which means

that there exist u ∈ X∗ and v ∈ C∗ \ X∗ such that

z ∈ αC∗(u) ∩ αC∗(v). Also, u ∈ X∗ implies that there

exists xu ∈ X such that x∗u = u and v ∈ C∗\X∗ implies

that there exists yu ∈ C \ X such that y∗u = v. This

means that z ∈ αC∗(x∗u) ∩ αC∗(y∗u). Moreover, z ∈ C∗
implies that there exists some d ∈ C such that d∗ =

z, then d∗ ∈ αC∗(x∗u) ∩ αC∗(y∗u) implies that xu, yu ∈
αC(d) by Proposition 5. Then d includes a simplex xu
which contains only vertices of X and an element yu
not containing only vertices of X, then d belongs to the

frontier order of ΛX . Since d∗ = z, z belong to the dual

of the frontier order of ΛX .

Conversely, let us assume that z belongs to the dual

of the frontier order of ΛX . There exists y in the fron-

tier order of ΛX such that z = y∗, and such that y is a

simplex of C containing vertices of ΛX and of ΛC \ΛX .

Then there exists v+ ∈ X0 such that v+ ∈ αC(y) and

v− ∈ (C \X)0 such that v− ∈ αC(y). Then, by Propo-

sition 5, y∗ ∈ αC∗(v
∗
+) ∩ αC∗(v∗−) with v∗+ ∈ X∗ and

v∗− ∈ (C \X)∗ = C∗ \X∗. This leads to y∗ belonging to

bd(X∗, C∗), and then finally z belongs to the boundary

of the dual of X.

a b c

ab ac bc

ab ac bc

a b c

* * *

* * *

Fig. 31: As depicted on these Hasse diagrams of a dis-

crete 1-surface (on the left side) and its dual (on the

right side), the dual of a discrete 1-surface is still a dis-

crete 1-surface.

Let us show that the dual of a discrete surface is

also a discrete surface (see Figure 31).

Proposition 7. Let C be a poset of rank n ≥ 0 and

let X be a non-empty CF-order subset of C. Then, X

is a k-surface, k ∈ J0, nK, implies that X∗,C is a k-

surface. The same manner, if X is a disjoint union

of k-surfaces, then X∗,C is also a disjoint union of k-

surfaces.

Proof: Note that in this proof, every dual is com-

puted relatively to C. Let us proceed by induction.

When k = 0, then X = {a, b} with a 6∈ θC(b). Then,

X∗ = {a∗, b∗} with a∗ 6∈ θC∗(b∗) by Proposition 5, and

then X∗ is a 0-surface too. Let k ∈ J1, nK be an integer

and let us assume that n ≥ 1, and that the dual of any

(k − 1)-surface is a (k − 1)-surface. Now let X be a k-

surface, since k ≥ 1, X is path-connected, and then X∗

is path-connected too by Corollary 1. Furthermore, let

z∗ be an element of X∗, we obtain by Proposition 5 that

θ�X∗(z
∗) = (θ�X(z))∗ which is a (k − 1)-surface by the

induction hypothesis. Then, X∗ is a k-surface. By in-

duction, we have then that the dual of any k-surface is a

k-surface. If X is not path-connected, we proceed com-

ponent by component and we obtain the same way that

the dual of a disjoint union of k-surfaces is a disjoint

union of k-surfaces, since path-connectivity is preserved

by duality by Corollary 1.

5.3 Proofs of Section 3.2

Let us now prove that when |X| is a suborder of a

discrete n-surface |Y | verifying some particular con-

straints, then T(X) is well-composed in the sense of

Alexandrov, but for that let us before announce some

properties.

Property 5. Note that a property of dual cells is that

when A is an element of a discrete surface |Y |, then we

have the following property:

A∗ = [βY (A)]1.



20 Nicolas Boutry, Thierry Géraud, Laurent Najman

Remark 2. The direct consequence of Property 5 is the

injectivity of the dual operator: for A,B ∈ Y such that

A 6= B, then βY (A) 6= βY (B) and then A∗ 6= B∗. The

surjectivity of the dual operator is obtained by defini-

tion. In other words, the dual operator is bijective when

applied on subsets of a discrete surface.

Definition 12. Let us assume that X is a finite non-

empty strict subset of a discrete n-surface |Y |, that is

equal to the combinatorial closure of its n-faces, let

T(X) be the transform of X, and let N be the boundary

of T(X). Then we define the following sets:

ξT(X) :=
⋃
p∈X

βY 1({p}),

and

ξN := βY 1(ξT(X)) ∩ βY 1(Y 1 \ ξT(X)).

Since the definitions of the sets ξT(X) and ξN are

not very intuitive, let us observe that ξT(X) is in fact

the subset of Y 1 whose dual is equal to T(X) (see Fig-

ure 32), and that ξN is the subset of Y 1 whose dual is

the boundary N of T(X) (see Figure 33), as presented

by the following property.

Property 6. Assuming the hypotheses of Definition 12,

the two following relations hold:

ξ∗,Y
1

T(X) = T(X), and ξ∗,Y
1

N = N.

Proof: Let us begin with the first equality.

Let us prove then that ξ∗,Y
1

T(X) ⊆ T(X). Let p be

an element of ξ∗,Y
1

T(X), then there exists some z ∈ ξT(X)

verifying z∗,Y
1

= p. Also, this element z ∈ ξT(X) verifies

that there exists some h ∈ X verifying z ∈ βY 1({h}),
and then by Proposition 5, z∗,Y

1 ∈ αCC(Y )({h}∗,Y
1

) ⊆
T(X). This implies that p = z∗,Y

1 ∈ T(X).

Let us proceed to the converse inclusion:

T(X) ⊆ ξ∗,Y
1

T(X).

z ∈ T(X)⇒ z ∈ αCC(Y )(CC(X|Y )),

⇒ ∃p ∈ CC(X|Y ), z ∈ αCC(Y )(p),

⇒ ∃p ∈
{
A∗,Y

1

; A ∈ X1
}
, z ∈ αCC(Y )(p),

⇒ ∃A ∈ X1 s.t. z ∈ αCC(Y )(A
∗,Y 1

). (R)

Moreover, z ∈ αCC(Y )(A
∗,Y 1

) ⊆ CC(Y ) implies that

there exists some Z1 ∈ Y 1 such that z = (Z1)∗,Y
1

.
Then, we obtain that:

(R)

⇒ ∃A ∈ X1, (Z1)∗,Y
1

∈ αCC(Y )(A
∗,Y 1

) s.t. z = (Z1)∗,Y
1

,

⇒ ∃A ∈ X1, (Z1)∗,Y
1

∈ α(Y 1)∗(A
∗,Y 1

) s.t. z = (Z1)∗,Y
1

,

(P5)
=⇒ ∃A ∈ X1,Z1 ∈ βY 1(A) s.t. z = (Z1)∗,Y

1

,

⇒ Z1 ∈ βY 1(X1) s.t. z = (Z1)∗,Y
1

,

⇒ z ∈
(
βY 1(X1)

)∗,Y 1

,

⇒ z ∈ (∪x∈X1βY 1(x))∗,Y
1

. (R′)

Since X1 is a simplicial complex, we have the re-

markable equality:

∪x∈X1βY 1(x) = ∪x∈(X1)0βY 1(x).

Then, we can continue our reasoning:

(R′)⇒ z ∈
(
∪x∈(X1)0βY 1(x)

)∗,Y 1

,

⇒ z ∈
(
∪{p}∈(X1)0βY 1({p})

)∗,Y 1

,

⇒ z ∈ (∪p∈XβY 1({p}))∗,Y
1

,

⇒ z ∈
(
ξT(X)

)∗,Y 1

.

We have proven ξ∗,Y
1

T(X) = T(X).

Now let us prove that ξ∗,Y
1

N = N:

z ∈ ξ∗,Y
1

N ⇔ z = Z∗,Y
1

s.t. Z ∈ βY 1(ξT(X)) ∩ βY 1(Y 1 \ ξT(X)),

⇔ z = Z∗,Y
1

, ∃X ∈ ξT(X), ∃Y ∈ Y 1 \ ξT(X),

s.t. Z ∈ βY 1(X ) ∩ βY 1(Y),

⇔ z = Z∗,Y
1

, ∃X ∈ ξT(X), ∃Y ∈ Y 1 \ ξT(X),

s.t. X ,Y ∈ αY 1(Z),

(P5)⇔ z = Z∗,Y
1

, ∃X ∈ ξT(X), ∃Y ∈ Y 1 \ ξT(X),

s.t. X∗,Y
1

,Y∗,Y
1

∈ βCC(Y )(Z∗,Y
1

),

⇔ z = Z∗,Y
1

, ∃X ∈ ξT(X), ∃Y ∈ Y 1 \ ξT(X),

s.t. Z∗,Y
1

∈ αCC(Y )(X∗,Y
1

) ∩ αCC(Y )(Y∗,Y
1

),

which is equivalent to:

z ∈ αCC(Y )(ξ
∗,Y 1

T(X)) ∩ αCC(Y )((Y
1 \ ξT(X))

∗,Y 1

).
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chains {.}

dual opening

closure dual

X

ξT(X)

T(X)

Fig. 32: Starting from the simplicial complex X resulting from the closure of two triangles sharing a vertex in a

2-surface |Y |, we compute on the left side the closure in CC(Y ) of the complex CC(X|Y ) and on the right side the

dual of the set ξT(X). Both lead to T(X).

Now, by bijectivity of the duality (see Remark 2), we

know that the complement of the dual is equal to the

dual of the complement. Then,

(Y 1 \ ξT(X))
∗,Y 1

= CC(Y ) \ ξ∗,Y
1

T(X),

and then we obtain that z ∈ ξ∗,Y
1

N is equivalent to:

z ∈ αCC(Y )(ξ
∗,Y 1

T(X)) ∩ αCC(Y )(CC(Y ) \ ξ∗,Y
1

T(X)),

equal by the first proven equality to:

z ∈ αCC(Y )(T(X)) ∩ αCC(Y )(CC(Y ) \ T(X)),
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complement

intersection of closures

opening opening

complement

∩

dual

X

X

T(X)

ξT(X)

ξN N

Fig. 33: Starting from the same posets as in Figure 32, we compute on the left side ξN and on the right side the

combinatorial boundary of T(X). We finally obtain that ξ∗,Y
1

N = N.

which means that z belongs to the boundary N of T(X).

The proof of the second equality is done.

Lemma 1. The boundary N of T(X) in CC(Y ) is equal

to the dual of the frontier order of X in Y relative to

Y 1.

Proof: By Property 6, the dual h∗,Y
1 ∈ CC(Y )

of h ∈ Y 1 belongs to N iff h ∈ ξN, which is equiva-

lent to h ∈ βY 1(ξT(X)) (Pa) and h ∈ βY 1(Y 1 \ ξT(X))

(Pb). However, (Pa) is equivalent to h ∈
⋃
p∈X βY 1({p})

by transitivity of the operator β, which means that h

belongs to the opening of a vertex {p} of X1. Also,

(Pb) is equivalent to saying that there exists some q ∈
Y 1 \ ξT(X) such that h ∈ βY 1(q), which means that h

belongs to the opening of an element q which depends

only on elements of Y \ X. Since Y 1 is a simplicial

complex, this last property is then equivalent to saying

that h contains an element q ∈ Y \X. In other words,

h∗,Y
1

belongs to the dual of the frontier order of X in

Y relative to Y 1.

Theorem 2. Let |Y | be an n-surface, n ≥ 2, and |X|
be a suborder of |Y | which is equal to the combinatorial

closure of its n-faces. Then |T(X)| is well-composed in

the sense of Alexandrov.

Proof: Let us first prove that T(X) is equal to the

closure of its n-faces. Because X1 is a subdivision, it is a

simplicial complex, and then it is closed under inclusion.

The consequence is that for any h ∈ X1, there exists

h0 ∈ (X1)0 such that h0 ∈ αY 1(h). Using the dual

operator, we obtain that for any h ∈ (X1)∗,Y
1

, there

exists hn ∈ ((X1)∗,Y
1

)n such that h ∈ αCC(Y )(hn). In

other words, any face of CC(X|Y ) is in the closure of

(CC(X|Y ))n, that is,

CC(X|Y ) ⊆ αCC(Y ) ((CC(X|Y ))n) ,

and then by applying αCC(Y ) on both sides, we obtain:

T(X) ⊆ αCC(Y ) ((CC(X|Y ))n) .

Obviously,

αCC(Y ) ((CC(X|Y ))n) ⊆ T(X),

which means that we have

T(X) = αCC(Y ) ((CC(X|Y ))n) .
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Since (CC(X|Y ))n = (T(X))n, then we obtain that

T(X) is equal to the closure of its n-faces.

Second, we can remark easily by Proposition 7 that

CC(Y ) is a discrete n-surface since |Y 1| is an n-surface.

Now, T(X) is AWC iff its boundary N, subset of

CC(Y ), is made of a disjoint union of discrete (n − 1)-

surfaces. However, by Lemma 1 N is equal to the dual

of the frontier order of X in Y relative to Y 1. Since |Y 1|
is an n-surface, then by Theorem 1 and Proposition 7,

N is a disjoint union of discrete (n − 1)-surfaces, and

then T(X) is AWC.

Proposition 1. Let |Y | be an n-surface, n ≥ 2, and

|X| be a suborder of |Y | which is equal to the com-

binatorial closure of its n-faces. Then, the transform

T(X) of X is path-connected iff X is path-connected. In

other words, the mapping X → T(X) preserves path-

connectivity.

Proof: Since by Proposition 5, we can write:

T(X) =
(
βY 1(X1)

)∗,Y 1

,

then by Corollary 1, T(X) is path-connected iff βY 1(X1)

is path-connected.

Moreover, when X1 is path-connected, βY 1(X1) is

obviously path-connected. Conversely, let us assume that

βY 1(X1) is path-connected. Then, for any pair of ele-

ments (p, q) ∈ X1×X1, there exists a path πβ of length

k ≥ 0 joining them in βY 1(X1). From this path, we can

deduce a sequence of elements of X1:

Seq := (πβ(i) ∩X)i∈J0,kK .

For any i ∈ J0, k − 1K, we know that either πβ(i) ⊆
πβ(i+1) or πβ(i+1) ⊆ πβ(i). Without loss of generality,

let us assume that we have πβ(i) ⊆ πβ(i + 1), then

πβ(i)∩X ⊆ πβ(i+1)∩X. Furthermore, since πβ(i) and

πβ(i+ 1) belong to βY 1(X1), they verify πβ(i)∩X 6= ∅
and πβ(i+1)∩X 6= ∅: each one is “parent” of a chain of

elements of X by construction, then their intersection

with X is a chain of X, that is, an element of X1. This

way, Seq is a path with possible successive duplicates,

that is, for any i ∈ J0, k − 1K,

Seq(i) ∈ θY 1(Seq(i+ 1)).

After having removed the successive duplicates in

Seq, we obtain a new path π which joins p and q in

X1. Then X1 is path-connected iff βY 1(X1) is path-

connected.

Since X1 is path-connected iff X is path-connected,

the proof is done.

5.4 Proofs of Subsection 3.3

Let us begin with the proof of the main property of U [1 .
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Fig. 34: The threshold sets of U [1 are full subcomplexes

of Y 1: here, we observe that when we have U [1(h) B 0

for some face h ∈ Y 1 like h := {a, b}, then for any

face h′ of h like {a} and {b}, U [1(h′)B 0, which implies

that [U [1 B 0] is a simplicial complex. Conversely, when

a face h := {a1, . . . , ak} ∈ Y 1 verifies U [1({ai}) B 0 for

any i ∈ J1, kK, then U [1(h)B 0, and then [U [1 B 0] is full

in Y 1.

Property 7. Let us assume the hypotheses of Defini-

tion 6. Then for any λ ∈ R, the threshold sets [U [1 B λ]

and [U [1 C λ] are full subcomplexes of Y 1.

Proof: Let us show first that for any λ ∈ R, [U [1Bλ]

is a simplicial complex, and second that this same set

is full in Y 1.

Let λ be a real value. For any face h ∈ [U [1 B λ],

U [1(h) B λ, which means by definition of U [1 that we

have for any h′ ∈ αY 1(h):

U [1(h′) = Span{u[(v) ; v ∈ h′},

⊆ Span{u[(v) ; v ∈ h},

⊆ U [1(h),

and then U [1(h′)B λ.

Now, we have to show that the intersection p ∩ q of

two elements p, q ∈ [U [1 B λ] verifying p ∩ q 6= ∅ is an

element of [U [1Bλ]. Since p and q belong to the simplicial

complex Y 1, r := p∩ q belongs to Y 1. Furthermore, we

have U [1(r) ⊆ U [1(p) B λ, and then U [1(r) B λ, which

means that r is a simplex of [U [1 B λ]. Then [U [1 B λ] is

a simplicial complex.

Now, let us show that [U [1Bλ] is full in Y 1. Let h :=

{a1, . . . , ak} be some face of Y 1, and let us assume that

the vertices {a1}, . . . , {ak} belong to [U [1 B λ]. Then it
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follows that for any i ∈ J1, kK, U [1({ai}) = {u[(ai)}Bλ,

and then U [1(h)B λ. This means that h ∈ [U [1 B λ] and

then this set is full in Y 1.

The reasoning for the lower threshold sets is similar.

The proof is done.

Property 2. Let us assume the hypotheses of Defi-

nition 7, the span-valued map U ′ : CC(Y ) → IR is a

span-valued, in-between interpolation of U .

Proof: For any p ∈ Yn, we have:

U ′({p}∗,Y
1

) = U [1({p}) = {u[(p)} = U(p).

Furthermore, by Property 1, u[ verifies for any k ∈
J0, n− 1K and any p ∈ Yk:

u[(p) ∈ Span
{
u[(q) ; q ∈ (βY (p))k+1

}
,

then U [1 verifies:

U [1({p}) = {u[(p)},

⊆ Span
{
u[(q) ; q ∈ (βY (p))k+1

}
,

⊆ Span
{
U [1({q}) ; q ∈ (βY (p))k+1

}
.

Moreover U ′ verifies:

U ′({p}∗,Y
1

) = U [1({p}),

⊆ Span
{
U [1(q) ; q ∈ (βY (p))k+1

}
,

⊆ Span
{
U ′({q}∗,Y

1

) ; q ∈ (βY (p))k+1

}
,

which concludes the proof.

Proposition 2 Proposition 3 Proposition 4

Proposition 5 Corollary 1

Proposition 6 Proposition 7 Theorem 1 Property 7

Theorem 3

Fig. 35: The summary of the proof that U ′ is AWC.

Note that we summarized the proof of the following

theorem in Figure 35.

Theorem 3. Let us assume the hypotheses of Defini-

tion 7, the span-valued map U ′ : CC(Y ) → IR is well-

composed in the sense of Alexandrov for any n ≥ 2.

Proof: Let λ be any real value. Let us prove that

[U ′ B λ] is AWC. Note that the reasoning is exactly

the same for [U ′ C λ]. We want then to prove that

bd([U ′Bλ],CC(Y )) is made of a disjoint union of (n−1)-

surfaces or empty. The set [U ′ B λ] ⊆ CC(Y ) is the

dual of [U [1 B λ] ⊆ Y 1 by construction of U ′, and then

bd([U ′ B λ],CC(Y )) is in fact the boundary of the dual

of [U [1 B λ]. Since [U [1 B λ] is a full subcomplex of Y 1

(see Property 7) and finite because Y 1 is finite, we can

apply Proposition 6 to obtain that bd([U ′ B λ],CC(Y ))

is equal to the dual of the frontier order of Λ[U[1Bλ] in

ΛY 1 relative to Y 1. Note now that Y 1 is an n-surface.

Then, three cases are possible:

– When the support of [U [1Bλ] is empty, then [U ′Bλ]

is empty, then its boundary is empty,

– When the support of [U [1 B λ] is Y , then [U ′ B λ] is

CC(Y ), then its boundary is empty,

– When the support of [U [1 B λ] is a non-empty, strict

subset of the support of Y 1, by Theorem 1 we obtain

that the frontier order of Λ[U[1Bλ] in ΛY 1 relative to

Y 1 is a disjoint union of discrete (n − 1)-surfaces,

and then so does its dual bd([U ′ B λ],CC(Y )) by

Proposition 7.

Then [U ′ B λ] is AWC.

6 Conclusion

In this paper, we showed how it is possible to make

well-composed in the sense of Alexandrov a gray-level

image defined on a subset of a discrete surface, assum-

ing that the initial domain is a closure of a set of n-faces.

This approach leads to a self-dual representation whose

shapes make a hierarchy which can be considered as

the tree of shapes of the initial image. Thanks to this

hierarchy, we can proceed to image filtering and image

segmentation.

Compared to our n-D topological reparation in [12]

of gray-level images, the new method works on dis-

crete surfaces and not only cubical grids, preserves the

boundaries and is self-dual.

However, in our approach, we made the assumption

that the initial domain was a closure of some set of

n-faces. It would be interesting to investigate the dual

approach: how can we “interpolate” a gray-level image
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defined on a subset of vertices of a discrete surface in

such a way that the frontier orders that we obtain for

each threshold make a tree together?

Also, since we proved that our approach leads to

a representation which is “similar” to the initial gray-

level image in the sense that boundaries are preserved

wherever it is possible, an interesting question would be

to measure a bound on the Hausdorff distance between

the boundaries of the initial image and its representa-

tion.

Another relevant track could be to study how the

topological simplification [24] of Edelsbrunner et al. is

related to morphological filtering [45], since they are

both based on the merging of some nodes corresponding

to critical points to simplify an image.
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7 Appendix

In this section, we prove some remarkable properties

specific to the framework of this paper.

Lemma 2. Let X be a suborder of a poset Y of rank

n ≥ 0, with X = ∪x∈XnαY (x). Then, we have:

αY (Y \X) t IntY (X) = Y.

Proof: Let us first prove that the union is disjoint.

Let us assume that there exists some p ∈ αY (Y \X) ∩
Int(X). Since p ∈ αY (Y \X), there exists some z ∈ Y \
X such that p ∈ αY (z), that is, βY (z) ⊆ βY (p). Besides,

Y \X is open since X is closed, then βY (z) ⊆ Y \X.

However, p ∈ IntY (X) implies that βY (p) ⊆ X and

then:

βY (z) ⊆ βY (p) ⊆ X,

which contradicts βY (z) ⊆ Y \X.

Let us now prove that the union is equal to Y . The

fact that αY (Y \ X) t IntY (X) ⊆ Y is obvious. Now,

let us prove the converse inclusion. Let h be a face of

Y . Two cases are possible:

– either βY (h) ⊆ X, then h ∈ IntY (X),

– or βY (h) 6⊆ X, then βY (h) ∩ (Y \X) 6= ∅, and then

there exists some p ∈ βY (h) ∩ (Y \X); that is, h ∈
αY (p) and p ∈ Y \X. In other words, h ∈ αY (Y \X).

The proof is done.

Proposition 8. Let X be a suborder of a poset Y of

rank n ≥ 0, with X = ∪x∈XnαY (x). Then the topologi-

cal boundary:

αY (X) \ IntY (X)

of X in Y is equal to the combinatorial boundary:

αY (X) ∩ αY (Y \X)

of X in Y .

Proof: This proposition follows directly from Lem-

ma 2.

Property 8. The set-valued map UUSC : Y → IR is

upper semi-continuous.

Proof: The fact that UUSC is USC relies on the fact

that for any z ∈ Y and for any z′ ∈ βY (z):

UUSC(z′) ⊆ UUSC(z).

Indeed, let z be an element of Y and let z′ be an element

of βY (z):

– when z ∈ bd(X,Y ):

UUSC(z) = Span{M,Span{U(q) ; q ∈ βY (z)∩Xn}},

– when z′ ∈ βY (z) ∩ bd(X,Y ), UUSC(z′) is equal

to:

Span{M,Span{U(q) ; q ∈ βY (z′) ∩Xn}},

which is included in UUSC(z) since βY (z′) ⊆
βY (z),

– when z′ ∈ βY (z) such that z′ 6∈ bd(X,Y ), either

z′ ∈ X \ bd(X,Y ) (which is an open set), which

implies βY (z′) ⊆ X and UUSC(z′) = U(z′) ⊆
UUSC(z), or z′ ∈ Y \ X (which is an open set

since it is equal to Y \ bd(X,Y )), which implies

βY (z′) ⊆ Y \X and UUSC(z′) = {M} = U(z′) ⊆
UUSC(z),

– when z ∈ X \ bd(X,Y ), then βY (z) ⊆ X, which

means that z′ ∈ βY (z) belongs to X, and then:

UUSC(z′) = U(z′) ⊆ U(z),

– when z ∈ Y \X, then βY (z) ⊆ Y \X, then for any

z′ ∈ βY (z), UUSC(z′) = {M} = UUSC(z).

This concludes the proof.
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13. Boutry, N., Géraud, T., and Najman, L. A tutorial on
well-composedness. Journal of Mathematical Imaging
and Vision, 60:443–478, 2018.
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